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I ntroduction

The SH7020 and SH7021 are part of a new generation of reduced instruction-set computer-type
(RISC) microcomputers that integrate RISC-type CPUs and the peripheral functions required for
system configuration onto a single chip to achieve high-performance operations processing. They
can operate in a power-down state, which is an essential feature for portable equipment.

The SH7020 and SH7021 CPUs have RISC-type instruction sets. Basic instructions can be
executed in asingle clock cycle, which strikingly improves instruction execution speed. The
SH7020 and SH7021 include peripheral functions such as large-capacity ROM (PROM or masked
ROM), RAM, adirect memory access controller (DMAC), timers, a serial communication
interface (SCI), an interrupt controller (INTC), and 1/0 ports. These on-chip elements enable
users to construct systems with the fewest possible components. External memory access support
functions enable direct connection to SRAM and DRAM. without the use of gluelogics.

This Hardware Manual describesin detail the hardware functions of the SH7020 and SH7021. For
information on the instructions, please refer to the Programming Manual.

Related Manuals
SH7000 Series Instructions
"SH-1/SH-2/SH-DSP Programming Manua"

For development support tools, contact your Hitachi sales office.



Organization of This Manual

Table 1 describes how this manual is organized. Figure 1 shows the relationships between the
Sections within this manual.

Table 1 Manual Organization

Abbrevi-
Category Section Title ation Contents
Overview 1. Overview — Features, internal block diagram, pin layout,
pin functions
CPU 2. CPU CPU Register configuration, data structure.
instruction features, instruction types,
instruction lists
Operating 3. Operating — MCU mode, PROM mode
Modes Modes
Internal 4. Exception — Resets, address errors, interrupts, trap
Modules Processing instructions, illegal instructions
5. Interrupt INTC NMI interrupts, user break interrupts, IRQ
Controller interrupts, on-chip module interrupts
6. User Break UBC Break address and break bus cycles selection
Controller
Clock 7. Clock Pulse CPG Crystal pulse generator, duty correction circuit
Generator
Buses 8. Bus State BSC Division of memory space, DRAM interface,
Controller refresh, wait state control, parity control
9. Direct Memory DMAC Auto request, external request, on-chip
Access peripheral module request, cycle steal mode,
Controller burst mode
Timers 10. 16-Bit ITU Waveform output mode, input capture
Integrated- function, counter clear function, buffer
Timer Pulse operation, PWM mode, complementary PWM
Unit mode, reset synchronized mode, synchronized
operation, phase counting mode, compare
match output mode
11. Programmable TPC Compare match output triggers, non-overlap
Timing Pattern operation
Controller
12. Watchdog WDT Watchdog timer mode, interval timer mode
Timer
Data 13. Serial SCI Asynchronous mode, clock synchronous
Processing Communica- mode, multiprocessor communication function

tion Interface




Table 1 Manual Organization (cont)

Abbrevi-
Category Section Title ation Contents
Pins 14. Pin Function PFC Pin function selection
Controller
15. Parallel I/O 1/0 1/0O port
Ports
Memory 16. ROM ROM On-chip ROM
17. RAM RAM On-chip RAM
Power-Down 18. Power-Down — Sleep mode, standby mode
States States
Electrical 19. Electrical — Absolute maximum ratings, AC characteristics,
Characteristics Characteristics DC characteristics, operation timing




1. Overview

3. Operating modes |

| 4. Exception processing

| 5. Interrupt controller (INTC) |

| 6. User break controller (UBC)|

|7. Clock pulse generator (CPG)|

Timers !

10. 16-bit integrated-timer

8. Bus state controller (BC) | pulse unit (ITU)

9. Direct memory access

11. Programmable timing
controller (DMAC)

pattern controller (TPC)

12. Watchdog timer (WDT) |

F————————— — —

Data processing

13. Serial communication
interface (SCI)

14. Pin function
controller (PFC)

15. Parallel 1/O ports|

| 18. Power-down states |

| 19. Electrical characteristics|

Manual Organization Scheme




Addresses of On-Chip Peripheral Module Registers

The on-chip peripheral module registers are located in the on-chip peripheral module space (area
5: H'5000000—H'5FFFFFF), but since the actual register spaceis only 512 bytes, address hits
A23-A9 areignored. 32k shadow areas in 512 byte units that contain exactly the same contents as
the actual registers are thus provided in the on-chip peripheral module space.

In this manual, register addresses are specified as though the on-chip peripheral module registers
were in the 512 bytes H'5FFFEOO0—H'5FFFFFF. Only the values of the A27-A24 and A8-AO0 bits
arevalid; the A23-A9 bitsareignored. When H'5000000—H'50001FF is accessed, for example,
the result will be the same as when H'5FFFEO0—H'5FFFFFF is accessed. For more details, see
Section 8.3.5, Area Description: Areab.

Free Addressesin the On-chip Peripheral Module Space (Areab)

Avoid reading/writing from/to the free addresses without registersin the on-chip peripheral
module space (area 5: H'5000000-H'5FFFFFF).



Contents

SECHION L OVEIVIBW......cooe ettt 1
1.1 SH MiCrOCOMPULES FEALUMES.......c.eiueuereeiireeiirteesteist sttt es et 1
1.2 BIOCK DIAOIaIM...ccuiiiiereeieieeiereeie sttt sttt et st b e s s st sa e sttt b et st sttt 7
1.3 PiN DESCIIPLIONS. ...eecteieieeeieeeeeeeese st st e e e e e e e e ese e e erestesresaesteseeseeneenseeeneenen 8
0 T A . [ I 4 =010 = 1 0= | USRS 8
132 PINFUNCHONS. ..ottt s 9
1.3.3  PiNLayout By MOGE......cccooiiiiiieiee ettt e 13
SECHON 2 CPU ..ottt 15
225 R = 1= TE (= g @0 11 To 1= 4 o] o [0S SRS 15
211 General REGISIEIS (RN) .oceciceeeeieeeteete ettt sttt s 15
212 CONrol REQISIEIS. ...coueiiitirieiiesiesie ettt s et b e s e e eneas 15
213 SYSIOM REQISIEIS .. .ciuiiuiiterie ittt b bbb b sttt e et e eneas 16
214 Initidl Values Of REJISIEIS ..ot 17
A D - = 1 0] 01T S 17
221 DataFormat iN REQISIEIS......cciviieieriirierereeeeeseeeetese s st sse e e e eeeenens 17
222  DataFormat iN MEMOIY ....ccccovciiieieese ettt e s 18
2.2.3  Immediate Data FOrMEL...........ccveiriiieriiesieseeeee s 18
2.3 INSIIUCLION FEAIUIES.......eiuiitirieiti ettt ettt sae st sa e s bt see b et e b e se e e e e e e eneeaeas 19
231 RISC-TYPEINSIIUCLION SEL ....ccooiiiiirieieiereete e 19
2.3.2  AJJresSSiNg MOOES......c.ccirieiirieiirieierieesies ettt 22
2.3.3  INSrUCLION FOMMELS ......vveieiereeeese s 25
24 INSITUCHION SEL.....vceiiieieeeires ettt r et sttt 28
24.1 Instruction Set by ClassifiCation .........ccocooeieeirininenere e 28
242  Operation COUEMED .....ceiiiuiriiieiie ettt bbb b e e e e e e eneas 39
B O U IR - (=TSR 41
251  StAE TraNSItiONS....cceeeeeeeeeeetcse st sr et e e eneene 41
252 POWE-DOWN SEELE........ccoereerireeiireeeereeerree e 43
Section 3 Operating MOUES...........coceveiceecee e 45
3.1 Typesof Operating Modes and Their SEleCtioN..........ccocerereriiinene e 45
3.2 Operating M0Ode DESCIIPLIONS........cciuiereiiriiieiereeierieieste st 45
321 ModeO (MCU MO 0)......coureruieriiiriiieierieiesie et 45
322 MOAe Ll (MCU MOUE L)...ccceiuieiiiesieseeiesieseeeeeees e ssessesse s te e sressessesseneenseeeneenens 45
323 MOAE2 (MCU MOUE 2).....c.eoveveuiireieieinesiereesesieie st 45
324  Mode 7 (PROM MOGE) ....coorueueiiririeieirenieieeresisie st 45
Section 4 EXCEPLION PrOCESSING .......vcreueerreeeeeseeseesesssseesessesssasssssssssssssssssssssssssssnn 47
N R © V= oV SRS 47



411 Exception Processing Types and Priorities.........coccoveireeneieneienee e 47

412 Exception Processing OPEration ........ccoeereriererereseresesese st 49
4.1.3 Exception Process VECtor Table .....ocovvvveeerereceeeeeere e 49
A2 RESEL ..ottt bR b R R bR b e n e 51
421 RESE TYPES .ottt sttt sttt sttt st b etttk b et se b 51
422 POWEI-ON RESEL.....cocuiiririciiirisieie sttt st ettt et st n b 51
423 MaANUA RESEL......coueiiiiicie ettt ettt 52
G T N [0 =S 1 o SRS 52
4.3 1  AJUAreSS EFTOr SOUICES......cciueuirieirieesierestenestesestesestesesieses e saesesae e ste e ste e stenessenees 52
4.3.2 Address Error EXCEption ProCESSING......ccceiiereeieieieeeeesese et sie e ste e sne e s 53
N 1 010 1 1V o TR P PR UR O PP 54
441 INEEITUPL SOUMCES .....c.eiieeetereeeteeueasteeaeasteeeesaeesee e e seesaeesbesaeesbesaeesbesssesneennesaeeneesaes 54
4.4.2  Interrupt Priority RANKINGS........cccoiiiiiirieeee e 54
4.4.3 Interrupt EXCEPtioN PrOCESSING ....coeovrieerieirierere st 55
45  INSLUCLION EXCEPLIONS .....ccuiceeeeceeetesesie st s et e e e se e re st e sneste st e srenee e nee e 55
451 Typesof INStruction EXCEPLIONS.........cccvveieiieseiesiesieieseeeeee e sre e sne 55
4.5.2  Trap INSLIUCHION ....coueitiiiiriieteete sttt ettt sb e sb e bbb s e s 55
4.5.3  1llegal SIOt INSLIUCTION.......couiitirieieistesie ettt s 56
454  General [llegal INSLUCLIONS. .......cccoiirieerieeeree s 56
4.6  Casesin Which Exceptions Are NOt ACCEDRLE ......c.coveerieiriirrireree e 57
4.6.1 Immediately after Delayed Branch INSrUCLIONS..........coevveeceecnecece e 57
4.6.2 Immediately after Interrupt-Disabling INStructions...........ccocecevveveveciesevesieiene 57
47  Stack Status after EXCEPLioN PrOCESSING......c.cueverereriirieriereeseeieseeesesese s sse e see e seeseeneas 58
4.8 INOLES.....eeeeeti ittt ettt b e bttt h e b h e e bt ea e e bt eaE e Rt e e sae e e sheeeeeheenenreenre e 59
4.8.1 Value of the Stack POINLEN (SP)....ccocorereriiriererie st 59
4.8.2 Vaueof the Vector Base Register (VBR) ....ocvceveeinicirieirericrieseseeseseeen 59
4.8.3 Address Errorsthat Are Caused by Stacking During Address Error
EXCEPLION PrOCESSING. ....veveieieeieeeieetestesiestesestestes e seeseeaeee e e e sessesaestestesressensenes 59
Section 5 Interrupt Controller (INTC) ...t 61
LI R © = 4T OSSPSR 61
511 FEAIUMNES ...ttt sttt ettt b e e b e e r e r e nne e nanas 61
L3N 7 = oo [ Do = S 61
L3RG T = 1 W @0 1o U= 4 o] o [ 63
D14 REOISIEIS ...eiiuiiii ettt ettt s b et e e bbb e e et et h e ae e eb e b e b b 63
5.2 INTEITUPE SOUICES.....ceeiieeieete ettt sttt sttt b et b e et s ae e e e e ae e see e e e sbeenneseeenne e 63
521 NMIINEEITUDES. ..ot 64
522 USEr Break INEEITUDL ....cc.oeiieeiereete ettt st st 64
LG T 1 @ [ 1= g 1o £ 64
524  ON-Chip INEEITUPLS.....coieieiie st se ettt st sre st st e snenean 64
5.25 Interrupt Exception Vectors and Priority Rankings.........cccooeeinininnincicnienn 65
5.3 REQISIEr DESCIIPLIONS......eieeeeieeirieeriese ettt sttt et s bt sbesbe e sbesbeseeseebe e 68

5.3.1 Interrupt Priority Registers A—E (IPRA-PRE) .......cccoiiiiniineececn 68



5.3.2 Interrupt Control REGISIEr (ICR) ...coueiriiiriiirieeeeeei et 69

5.4 INLETUPE OPEIEIION ....cuieetiieiirieierieirie ettt bbb bbbttt 70
o R 1 0| = U 0 S o U= SRS 70
5.4.2 Stack after Interrupt EXCEption ProCESSING ......ccceveereresesiesiesresesieseeseeseseeeesens 72
55  INtErrupt RESPONSE TIME.....oiuiiiiiieiieieeieie ettt s e st e e e e eneas 73
D5 USAQE INOLES. ...ttt ettt b e e b e e e e b e e et e be e e e saeenbesaeeseesanenres 74
Section 6 User Break Controller (UBC)..........ocovneeneeesseesseeseeseesesenns 75
L R O V= VT TSRS 75
B.1.1  FEAUMES ..ottt 75
6.1.2  BlOCK DIGGIaIML....ccueiiiuietirieitietinie et see bbbt b e se et b e se e e e e eneas 75
6.1.3 Register CONfiQUIAioN .......cccceriiiriiiirie ittt e 76
6.2 REQIStEr DESCIIPLIONS. .....ecueitiuerteeetereete sttt sttt ettt eb e et se et e b e s snene e 77
6.2.1 Break Address RegiSters (BAR) ....cocceviirinirinnierieereeereesee e 77
6.2.2 Break Address Mask Register (BAMR)......cceveveieeieeeeeeese e 78
6.2.3 Break Bus Cycle Register (BBR)......ccccoceveieveieieeccceeese e 79
ORI @ o = 1o TSN 81
6.3.1 Flow of the User Break Operation..........ccocoeeereererenene e s ses e 81
6.3.2 Break on Instruction Fetch Cyclesto On-Chip Memory.........cccoeevveeneneneeneneene 84

6.3.3 Program Counter (PC) Value Saved in User Break Interrupt Exception
010 =55 o SR 84
6.4  Setting User Break ConditionS..........coeievieiieiieieecteeese et n e s 84
B.5  NOES ... e 86
6.5.1 On-Chip Memory INStruction FEICN .........ccoiiiiiieeeeee e 86
6.5.2 Instruction Fetch at BranChes............cooviiiieneneieeeeeeee e 86
6.5.3  INStruction FELCh BrEaK ........ocveeieriiierereeeeeeee ettt s ee s 87
Section 7 Clock Pulse Generator (CPG) ..o 89
T 1 OVEIVIBIW. ..ttt bbb e et n et p et p e r s 89
7.2 CIOCK SOUICE......coueiuiiueieietisie ittt sttt h bt eae b be bt s be s besee st et e b e se e e e e e e eneeneas 89
7.2.1  Connecting a Crystal RESONGLO .........couevirieiereeiereeie ettt 89
7.2.2  EXternal ClOCK INPUL .......cocoiriiirieirieieres e s 90
00 T U= = o] (- P 91
Section 8 Bus State Controller (BSC).........ccooicieieeeeeeceeessese e, 93
S R @ V= oY1= AU USSR 93
811 FEAIUIES ...ttt ettt ettt e ae et e ae bt e ae e et e e e saeeaesae e e 93
LS 30 OZ N =1 (o o QB I T-= "o | = 11 OSSR 93
<300 IRC T = 1 W @0 1o U= o] o S 95
8.1.4 Register CONfiQUIAioN ......ccccveieieiieiie et ettt e sae e 95
8.15  OVEIVIEW OF ATEBS....c.ceivireciirieiirieireeert et 96
8.2 REQIStEr DESCIIPLIONS. ... ccieeeieetirieeie et sttt sttt sbe b b ebesbe b e e besbeseaneansene 97

8.2.1 BusControl REGISIEr (BCR) .....coueviiiiriiiriiireireeiereeiesieie s 97



8.3

84

85

8.6

8.7
8.8
8.9
8.10

811

8.2.2 Wait State Control Register 1 (WCRL) .....cooeireirieerereeeee e 98

8.2.3 Wait State Control Register 2 (WCR2).......coevveererirereee s 101
8.24 Wait State Control Register 3 (WECR3).....oceveveeeeeeeeeeeeerese e st 103
8.25 DRAM AreaControl Register (DCR)......cceoevevierieieieieeeeesese e s 104
8.26 Refresh Control RegIiSter (RCR) .......coireiiiriiierieieie e 107
8.2.7 Refresh Timer Control/Status Register (RTCSR) .....ccccoeererienenenere e 108
8.2.8 Refresh Timer Counter (RTCNT) ...coruiirieirieerieerieesieese e 110
8.29 Refresh Time Constant Register (RTCOR)........cccveerirnenirenisesieese e 112
8.2.10 Parity Control REGISLEr (PCR).....ccviveiesieieiresesieseeieseeseeeeese et see s see e e seenees 112
8.2.11 NOLES 0N REJISLENr ACCESS.....cvceeieueeteeteeieeteeeseste e stesae e e see e ese e e e e sressesaesrensean 114
Address SPace SUDAIVISION..........coeiiieireeeeerere et sb b e e e 115
8.3.1  Address SPaCceS aNG ATEES........coceiuiruirierierieniesie e ree e e eie e sbesbe e e sbeseeseeneas 115
8.3.2  BUSWIGN ...ttt 117
8.3.3  Chip SEECt SIGNaAS (CSO—CST).....uurvmreerreeeeeeieeseeseeseiessessessssssesssssssssessasssesanes 117
8.314  SNAHOWS.....c.eerreiiire ettt 118
G TSI AN == W B = ot 11 g S 120
Accessing External MemOry SPaCE.........ccuurerererirene e seesie e e e sre e sre b e e 128
8.4.1  BaESIC TIMING oottt et e et be bbb e sbesaesbesbeseeseennan 128
8.4.2  Wait Stat@ CONLIO ......ceeuiiiieeeeeierie ettt seenean 129
8.4.3 BYLEACCESS CONLIOl ....cviiiiiiitiiete ettt et 133
DRAM INterface OPEration ........cccvveiereereeeeieeeeese s stesesee e e e seese e e esessessesressesseseenem 134
851 DRAM Adress MUIIPIEXING ..c.ceveuieeieiice et s 134
8.5.2  BESIC TIIMING ..ottt sttt et b bbb b bbb e e ennan 136
8.5.3  Walt Stat@ CONLIO ......ceiuiriiieiieeierie ettt 138
8.5.4  BYIEACCESS CONLIOl ....cuiuiiiiiiteecte ettt 140
8.5.5 DRAM BUISE MOUE.......cooiiieiieieiesiese e seses et see e seeneen 142
8.5.6  REFTESN CONMIOL ......cvveiiirerrereerer e 148
Address/Data Multiplexed 1/0 SPace ACCESS.......cvcviieiereieserieseeieeseeeesesesse e ssessessessees 151
8.6.1  BaESIC TIIMING ..ttt sttt sttt b bbb e b e se b seesnennan 152
8.6.2  Wat Stat@ CONLIO ......ceiuiririeieieiere ettt 153
8.6.3  BYIEACCESS CONLIOL ....cviuiitiiitieete ettt et 153
Parity Check and GENEIation...........coeoereirerinirese st 154
RTAT = 15 o 11, o L= 154
WL SEALE CONIOL ....c.eveeeiiiietee e 155
BUS ATDITIBEIION ...t en e e sesn s e 157
8.10.1 The Operation of BUS ArDItration ..........ccocooeierieneieieeieeeeer e 158
8.10.2 BACK OPEIELION......cuiiueuirieiirieirieirieeeieseete ettt b bbbt et 159
USBOE NOLES.......coieicee e e r e e n e ne e 161
8.11.1 Usage Notes on Manual RESEL..........cccceveveirerierereeereeeeeeese e seeees 161
8.11.2 Usage Noteson Parity Data Pins DPH and DPL ..........ccccoeveveicenececc e 164
8.11.3 Maximum Number of States from BREQ Input to BusRelease............cccccueuee 164

Section9 Direct Memory Access Controller (DMAC) ... 169



1S R © V= 4= USRS 169

S Nt R = (- SRR 169

1o 007 = o o [ L' = RS 170

Lo 00 T = 1 W @0 1o U= (o) o TS 172

9.14 Register CONfIQUIAION ......cccceriririeriirie sttt et e 173

0.2 REQIStEr DESCIIPLIONS. ... cceieeieetirieeie et ste sttt e ettt shesae bt sbesbe e se e besbeseeneaneene 174

9.21 DMA Source Address Registers 0—3 (SARO-SARI) ......ccccvvirririirireeens 174

9.2.2 DMA Destination Address Registers 0-3 (DARG-DAR3) ......ccoevvevvinrinineenns 174

9.23 DMA Transfer Count Registers 0—-3 (TCRO-TCR3) .......ccceevevvvrvreneniereereeennm 175

9.24 DMA Channel Control Registers 0-3 (CHCRO-CHCRS)........cccoeriirrenrerenenenn 175

9.25 DMA Operation Register (DMAOR) ......ccouriririeiiirerieieiesesesieese s 180

LS ST © o 1o USRS 182

9.3 1  DMA Transfer FIOW ....c.cooioieieieieeee ettt s 182

90.3.2 DMA Transfer REQUESES......ccoieiriirererrie ettt 184

1S G T O 17 10 0= B = T /RSSO 186

9.34  DMA TranSfer TYPES ..c.eccueeeeetireeteetese st ste e ste st esae e e e esessessesreste s e srestestesaensessenm 191

9.3.5 Number of Bus Cycle States and DREQ Pin Sample Timing.........ccccceeeeieecennene 198

9.3.6 DMA Transfer Ending Conditions...........coerererienieieenenenere et 205

9.4 EXAMPIES OF USE.....iiiiiiiiiieiieee ettt bbb 206
9.4.1 DMA Transfer between On-Chip RAM and a Memory-Mapped

EXIENAl DEVICE......cireerereiresieteeere st 206

9.4.2 Example of DMA Transfer between On-Chip SCI and External Memory.......... 207

9.5 CBULIONS ...c.ecveeetee ettt b e e bt b et r et Rt Rt R e R e R e en e e n e nnene e 208

Section 10 16-Bit Integrated-Timer Pulse Unit (ITU) ... 213

0 0 O 1Y 1= P 213

JO.11 FEALUMES ....oeeeeeceer ettt r e e s n e e n e e enenaene e 213

10.1.2 BIOCK DIi@Qram.....c..ccveiieieeteseiiestesieseeseese e saeeesee e eseste e sneste e sresae e ssessensennenens 216

10.1.3  INPUL/OULPUL PINSi..c..eitiieiieitesie it e e 221

10.1.4 Register CONfIQUIELION ........coeiiiieiieie e st e 222

10.2 1TU ReQiStEr DESCIIPLIONS....c..cutiteiiiteierieeste sttt sttt sttt ene 224

10.2.1 Timer Start REgIStEr (TSTR) ..cccircirieierieieriee sttt 224

10.2.2 Timer Synchro ReGIStEr (TSNC)....cviivereeeeeeeeeeee e 226

10.2.3 Timer Mode RegiSter (TMDR) .....ccoiiviiiieieeeceeee et st 227

10.2.4 Timer Function Control Register (TFCR).......ccoiriererirenene e 230

10.2.5 Timer Output Control Register (TOCR) ......cocoereriererereresie e 231

10.2.6 Timer COUNErS (TCNT) ...ociiuiiriirieieiet st 232

10.2.7 General Registers A and B (GRA and GRB) ..o 233

10.2.8 Buffer Registers A and B (BRA, BRB).....cvcveireeeeecece e 234

10.2.9 Timer Control REGISLEr (TCR) ..ocvocveieieeeeieeeeeeeeee et st 235

10.2.10 Timer 1/O Control Register (TIOR) ......ooueieieeeirereeeeiere e 237

10.2.11 Timer Status REQISLEr (TSR) ...civeiveriereerieie e s 239

10.2.12 Timer Interrupt Enable Register (TIER) ....c..ovveireeiereeseseee e 240



O O o U 111 o = o SRR 241
10.3.1 16-Bit ACCESSIDIE REGISIENS....c.ecuiieeiiriite s 241
10.3.2 8-Bit ACCESSIDIE REQISLEIS.......coueceeeeii e et nnens 243

10.4 DesCription Of OPEIrAtioN ........cceievieiierieieieeeeee e see e e e e e se e saesnesrestesre 244
L1041 OVEIVIEW ettt sttt ettt a et st b e ssesesaese s e sessane st enensensesn 244
10.4.2 BaSIC FUNCHIONS ..ottt sttt st sbe b b se et sbe e 245
10.4.3 SyNChronizing MOGE .........coueuirieuirieirieereer e 256
10.4.4 PWM MOGE......oi ittt ettt ettt eeeste e saeetesbeestesbaebesbeenbesneentenns 258
10.4.5 Reset-Synchronized PWM MOGE.......ccccovveiinininnineseseeseeeseeseeesese e sse e s nem 262
10.4.6 Complementary PWM MOGE..........cccviiiieiieiiisiene et 264
10.4.7 Phase CountiNng MOGE ........c.cooiiriiiriiene et 272
10.4.8 BUFFEr IMOOE ......cuiitiieieesiee ettt et sbe b b e 274
10.4.9 1TU OULPUL TIMING .uvrveiirerierireesesieeesieiesseessee s ssess s ssese s ssee e ssesenas 280

FO5  INEEITUDES. ...ttt e e et s e eb bt sn e r b se e nn e e nnene e e e ens 281
10.5.1 Timing of Setting StatuS FlagS ......c.coveveeriri s 281
10.5.2 Clear Timing of StatuS Flags.......ccociviiiirieie et 283
10.5.3 Interrupt Sources and Activating the DMAC..........cooiiiineiieerreeesese e 284

10.6  NOtES ANA PrECAULIONS........coieuirierieeeieterie sttt st se e e e sbesaesae b sbesee bt seese e e eneens 285
10.6.1 Contention between TCNT Write and Clear.........cocooeeieeenircreeeeere s 285
10.6.2 Contention between TCNT Word Write and Increment ...........cocoeevveevevvvnenenenns 286
10.6.3 Contention between TCNT Byte Write and Increment.........ccoccveeeeerevvsenenennnnns 287
10.6.4 Contention between GR Write and Compare MatCh..........cccceovveveesieieieneiennns 288
10.6.5 Contention between TCNT Write and Overflow/Underflow..........ccccocevinvninnn 289
10.6.6 Contention between General Register Read and Input Capture..........c.cccccveveenn 290
10.6.7 Contention Between Counter Clearing by Input Capture and Counter

INCTEIMENT.....cceeeee e et r e b s ab e e nneesanas 291
10.6.8 Contention between General Register Write and Input Capture..........cccccevveenene 292
10.6.9 Note on Waveform Cycle SEttiNg .......cccveeveiiireie e 292
10.6.10 Contention Between BR Write and Input Capture..........cocceveeveeeerenieneneneseenen 293
10.6.11 Note on Writing in the Synchronizing Mode............ccooovereieneienincneseeese e 294
10.6.12 Note on Setting Reset-synchronized PWM Mode/Complementary

VAT LYY, oo = S 294
10.6.13 Clearing the Complementary PWM MOdE.........ccccvvvrevereiieieeieeeeese e 295
10.6.14 1TU Operating MOUES ........cveiiieiieeie et s sre e sre st saesnens 295

Section 11 Programmable Timing Pattern Controller (TPC).........cccocovvnrireinenn. 303

R @ Y= = PSS 303
J1.1D FEAIUIMNES ...ttt sttt ettt b e sae e et esae e et e e s nn e e b e e saneeneenanas 303
11.1.2 BIOCK DIi@QraM.....ccuceeueeeeeeeeeeseetesiestesees e seeseesses e sesseeseesessessessesssssessessessessensessens 304
G T 1 o 10 L @ 110 | = 1 = S 305
O o o 11 = OSSO SN 306

11.2 RegiSIEr DESCIIPLIONS. .. .etiieiiteiieseerieie ettt sttt sttt e e e e b sae b b sbe e seebesee e 306

11.2.1 Port B Control Registers 1 and 2 (PBCRL, PCBR2).........cccccveeniiniienieineeees 306



11.2.2 Port B Data REGISIEr (PBDR) .....eoeeeeeeeeeeeeeeeeeeeeeeeeseeeeeeeeeeseessesessessssssssssseseseen 307

11.2.3 Next DataRegister A (NDRA) ...cocoiiiieieeereere sttt 308
1124 Next DataRegister B (NDRB) ......ccccoieiirrirreiiresereines s 310
11.25 Next DataEnable Register A (NDERA) ..ot 311
11.2.6 Next DataEnable Register B (NDERB) ......ccccoiriiiinirinicerseceses e 312
11.2.7 TPC Output Control Register (TPCR) ..ot 313
11.2.8 TPC Output Mode Register (TPMR) ......cccoeiiiirireeeee e 314
RS I @07 ¢ o] o [OOSR 316
L11.3. 1 OVEIVIBW .ottt n e 316
I 7 @ 11 o 1F L 1T 1 o RS 317
11.3.3 Examplesof Use of Ordinary TPC OULPUL ..........ccccererererenine e 317
11.3.4 TPC Output Non-Overlap OPEration...........coeeeeerrerereresiesiese e see e ses e 320
11.3.5 TPC Output by INPUE CAPEUNE .....c.ecveieeerieiereeeerieesee ettt 324
114 USAOE NOLES......cceiieeiiiee it r e sre e e sr e nenr e e nr e 325
11.4.1 NON-OVErIap OPEratioN......ccceieirerererrierereereeseeeeresesese e e sseseessesseseesesssenseneens 325
Section 12 Watchdog Timer (WDT) ... 327
N R @Y VT T USRS 327
R = (=TS 327
12.1.2 BIOCK DIBGIAIM.....c.civiirieirieisie ettt sttt st s b e e b 328
12.1.3 Pin ConfigUration ........ccecoviisesiesiesiesieseeeeeeseeseesessese e sreste e ssesseseessesessesesnessenam 328
12.1.4 Register ConfigUIation ..........ccceeiiiieierierieierieseee sttt 329
12.2 REQISIEr DESCITPLIONS. ... .ceiueeeeeeieeiereeie ettt sttt ae b e sae b b e e b e beneeeenen 329
1221 Timer CoUNer (TCONT) oottt se e e e 329
12.2.2 Timer Control/Status RegiSter (TCSR) ......coeireireirieirieresie st 330
12.2.3 Reset Control/Status Register (RSTCSR) .....c.evvrevieerierinieresiesesie st saeieseas 331
1224 REQISIEN ACCESS ...c.eceeeerieeeestestestestesieseessesseseeseesessessessessessessessesseseessessessensessenssnenns 333
22 T @< - 1o o TSRO 334
12.3.1 Operation in the Watchdog Timer MOde.........cccorvererinininene e 334
12.3.2 Operation in the Interval Timer MOGE........c.ooeirerierenirerese e 336
12.3.3 Operation in the Standby MOGE...........ccoveiriiriireee e 336
12.3.4 Timing of Setting the Overflow Flag (OVF)......cccovoiinninninnenee e 337
12.3.5 Timing of Setting the Watchdog Timer Overflow Flag (WOVF).......cccccecveunee. 337
124 USAQE NOLES......ei ittt sttt sttt s b et be e st e s bt e sa e e sbteebeesbeeebeesaaeebeesneesnreens 338
12.4.1 TCNT Write and Count Up CONENLION .........occeererierenereniesiesie e 338
12.4.2 Changing CKS2-CK SO Bit VAIUES .......cccourueuiiiririeeneririsiee et 338
12.4.3 Changing Watchdog Timer/Interval Timer MOdES........ccooeereencenceneeeneieens 338
12.4.4 System Reset With WDTOVE ..ot 339
12.4.5 Interna Reset With the Watchdog Timer .......ccocveceeeecce e 339
Section 13 Serial Communication Interface (SCI) ..., 341
G R @Y1 V1= T USRS 341

T O R = | (1 - 341



13.1.2 BIOCK DIBGIaIM....c.civieetiietesieteseet sttt 342

13.1.3  INPUL/OULPUL PINS.....ceiiiiieirietiriecsiecriecs et 343
13.1.4 Register ConfigUIation ........cccccerereereeenere s se e eee e e sre e sre e 343
G2 = (=e = (= = o 10T L 344
13.2.1 Receive Shift REQISIEN .....c.coiiiiirieierie e e 344
13.2.2 ReCalVEDaa REGISIEN ....coueiiiiieieee e e e 344
13.2.3 Transmit Shift REQISLEN ........coriiirieiieirieree e 344
13.2.4 Transmit Data REGISIEN .......coeiieeiese e 345
13.25 Serial MOOE REJISLEN ......ccveueeeeee ettt e sre e sre e e nnens 345
13.2.6 Serial Control REGISIEN .....ocueieieeieececeeeee sttt sre e 347
13.2.7 Serial StaUS REJISIEN....c.cueuiiirieieerires ettt 351
13.2.8 Bit Rate RegiSter (BRR)......ccoiuruiiriririeeririnieeesirieie et 355
(ISR B @ 1< £ 1 (o] [OOSR PPN 363
T 00 R © V= Y= Y SRS 363
13.3.2 Operation in ASynchronOUS MOGE..........cccviueieirerereeeeeereeeeesese e snens 366
13.3.3 Multiprocessor COmMMUNICALION .........cceereeeeireseseseseeseesseseeseesesseeesresre e sresem 376
13.3.4 Clocked SynchronOUS OPEIatioN...........ceeruereerieriereeneeieeeeeiesese e e seeseeseeseens 384
13.4 SCI Interrupt Sources and the DMAC ...t s 394
135 USBGENOLES.......eiuiiiitiererte sttt et r et r e r e r e sn e n e n e 394
Section 14 Pin Function Controller (PFC)..........coiieieeeseeeeeesseese o 399
TA.D  OVEIVIBW...oiuiiieieiesere ettt b bbbt b et b et b et pen s 399
14.2 RegiSter CONfIQUIBLION ...c.coueiuiriirieeieetesie sttt sttt sb et s b e sb e bbb e e e e 401
14.3 ReQiSIEr DESCIPIIONS. .. .citiieiiteiesierieie ettt sttt sttt et e e eae b bt sbesbe e sbenbesee e 401
14.3.1 Port A 1/0O Register (PATOR) ..ottt s 401
14.3.2 Port A Control Registers (PACRL and PACR2) ........ccveireireerieereesieeseeees 402
14.3.3 Port B 1/O Register (PBIOR)......c.ccvrreireriirenrereenessreee s 407
14.3.4 Port B Control Registers (PBCR1 and PBCR2)..........ccccevevievieicieeee e 408
14.3.5 Column Address Strobe Pin Control Register (CASCR) ......cccooeerenenenerenienen 413
Section 15 Parallel /O POITS........coooiece et 415
TN @ Y= = SR 415
15,2 POIT A oottt 415
15.2.1 Register ConfiguIation ..........ccceiueiieiieieinese s se e st e et sre e 415
15.2.2 Port A Data Register (PADR) ......ccooviririnirricieenis et 416
15.3 PO B ..ttt b e bbb b 417
15.3.1 Register CONfIQUIAiON .......coeeiieiiieririeresie sttt 417
15.3.2 Port B Data RegiSter (PBDR)........c.ueueeeeeeeeeesisseessessesssssssessessssssssssesssssssessnen 418
SECHION 16 ROM ...ttt 419
L16.1  OVEIVIBW....iuiiieieiiriree ettt stk b et e bbbkt et b bt s bbb ettt e st st bebenas 419
16.2 PROM MOGE.......cueriirieiiininietetsises et se sttt b ettt se bbbt b ettt seebebenas 421

16.2.1 Setting the PROM MOUE........oouciiiiiiiiiiinieeeeeeee e 421



16.2.2 Socket Adapter Pin Correspondence and Memory Map ........cccoeeevevenenenieneneen 421

16. 3 PROM ProgramMing......c.cccereereeerteiesuenestesestesessesessesessesessesessesessessesessesessesessesessenessenessen 423
16.3.1 Selecting the Programming MOGE..........cccevuerieireriecesece e e 423
16.3.2 Write/Verify and Electrical CharaCteristiCs........coovveveevieicsesie e 424
16.3.3 Pointsto Note ADOUL WITING.......cceiereeieeeieeeeeeee e 428
16.3.4 Reliability ATtEr WIITING ......coiiiiirie e e 429
SECHION 17 RAM ..ottt 431
L7. 1 OVEIVIBW. c.eeiieeiieeeeieeet ettt ettt b et b et et b et b et bt e b e e b e e e b e s b e ne b e ne b e e s be e sanes 431
2 @< - 1o o TSNS 431
Section 18 POWEr-DOWN SEALES..........c.covuiereeeeeeceieeesee st 433
G R @ 1Y T SR 433
18.1.1 POWEr-DOWN IMOOES. ......ceiieieriesiiieieseeseeeeeee et ste et sn et e neeneenm 433
T o = S 434
18.2 Standby Control RegiSter (SBY CR).....ccvieiieeeiceeeeeetesese ettt sre st e 434
18.3  SIEEP MOGE......eeeeeietee ettt e b e bt bbbt e e b e e e 435
18.3.1 Transition tothe SIEEP MOE .......ocueveieieeeeee e 435
18.3.2 Canceling the SIeep MOGE.........cooiiiiiicee e 435
184  SHAAY MOUE......c.oiiiiiticieet bbb ettt 436
18.4.1 Transition to the Standby MOCE.........ccevveieieeieeeec e 436
18.4.2 Canceling the Standby MOdE...........ccceveieiericce e 438
18.4.3 Standby Mode APPlICALION........cciiiieeeieee e e 439
Section 19 Electrical CharaCteriStiCs.........oviiiieieeeseise s 441
19.1 Absolute Maximum REIINGS.......cccrererieiriiirieirieisieesiese et 441
19.2 DC ChalallefiSliCS. . cuoveeuereeierieiiriee ettt sttt sttt sttt st et 442
RS I N O @ g o 1= = oSSR 449
19.3.1  ClOCK TIMING....cueeeeueriirenie ettt st b bbbt e e e b e s e e e e e e 449
19.3.2 Control SIgNal TIMING....c.ceeririierie e e e see e e e e 451
19.3.3 BUS TIMING ...cviiiiiiiiiirieiirieesiee sttt ne 454
19.3.4 DMAC TIMING oottt ettt sttt nbe 490
19.3.5 16-hit Integrated Timer Pulse UNit TiMiNG......cccceorerierieneninsieseseseseeseeee e 491
19.3.6 Programmable Timing Pattern Controller and I/O Port Timing ........c.cccceeveueenee. 493
19.3.7 Watchdog Timer TIMING ......ccciiririerienierieree e se e s e e 494
19.3.8 Serial Communications Interface Timing .......cccooeeererenienenene e 495
19.3.9 AC Characteristics Measurement Conditions...........cccceveveeriereierenieseneeseeneeenn 497
T4 USAOE NOLE ...ttt r bt b e se bt e e n e e nn e e 498
Appendix A On-Chip Peripheral Module ReQISLENS..........cccoocvevreieerceiieieceeae, 499
AL LISt OF REGISIEIS. ...ttt sttt sttt b e bbb b e bttt e e e 499
A2 REQISIEN tADIES... .o bttt eaeas 509

A2 Serid MOOE REGISEr (SMR) ..oooveoooeeeeeeeeeeeeeeeeeeeeeseeaesessessesesssesssssssseeeeeeeeeeeeeeeeee 509



A.22

A.23

A.24

A.25

A.2.6

A.2.7

A.2.8

A.29

A.2.10
A.211
A.2.12
A.2.13
A.2.14
A.2.15
A.2.16
A.2.17
A.2.18
A.2.19
A.2.20
A.2.21
A.2.22
A.2.23
A.2.24
A.2.25
A.2.26
A.2.27
A.2.28
A.2.29
A.2.30
A.231
A.2.32
A.2.33
A.2.34
A.2.35
A.2.36
A.2.37
A.2.38
A.2.39
A.2.40
A.241
A.2.42
A.2.43
A.2.44

Bit Rate REGISIEr (BRR) ..ooovvvvveveeeeveeeeeeeeeeeeesessesssssessssssssseseeeeeeeseesesesessssesseenenen 510

Serial Control REGISLEr (SCR) ....ccveveeveririerieierieieriee ettt 510
Transmit Data REGISLEr (TDR) ...ccuvveieceeere e seeseeie e sre s sne 512
Serial Status REQISLEr (SSR) ......ccvciieieiise e seeree e st 512
Receive Data Register (RDR) ......cocoiiririiinereseeie et 514
Timer Start RegiSter (TSTR) ..ccueiiiiieieereie et s 515
Timer Synchronization Register (TSNC) .......ccveirirnirnenre e 515
Timer Mode Register (TMDR) ....c.couiiiiirerieenie e 517
Timer Function Control Register (TFCR)......cc.coveveiererereee e 518
Timer Control Registers 0—4 (TCRO-TCR4) .......ccceveieiereeeeieeee s 519
Timer 1/0 Control Registers 04 (TIO0-TIO4) .......ooerereieeeeeneeesese e 520
Timer Interrupt Enable Registers 04 (TIERO-TIERA) .......ccccovorninenineneie 521
Timer Status Registers 0—4 (TSRO-TSRA) ..ot 522
Timer Counter 0—4 (TCNTO-TCNTA) ....oooireireireererese et 523
General Registers AO—4 (GRAG-GRAY) .......ooveeeeeeeeeee s 524
General Registers BO—4 (GRBO-GRBA).........cccoveieinreeinenreeeseseeee s 525
Buffer Registers A3, A4 (BRA3, BRAZ) ... 526
Buffer registers B3, B4 (BRB3, BRBA) ........cccceoiniriniiiiririecesesiee e 527
Timer Output Control Register (TOCR) ........ccuvueirieierieireseeses e 528
DMA Source Address Registers 0-3 (SARO-SARS) ......cccoevvreinenenenenenesieens 529
DMA Destination Address Registers 0-3 (DARO-DAR3).......ccceevviveivvivvereneene 530
DMA Transfer Count Registers 0-3 (TCRO-TCR3) ......ccccceveeeeienereneseseseeem 531
DMA Channel Control Registers 0—3 (CHCRO-CHCR3)........ccccveninenereneeen 532
DMA Operation RegiSters (DMAOR) ....c.ovuiiieiiiieieie e 535
Interrupt Priority Setting Register A (IPRA)......oociiiiieeee e 536
Interrupt Priority Setting Register B (IPRB)......ccccoiviivrirereeees e 537
Interrupt Priority Setting Register C (IPRC) ...vvvvcevevceeeeceeesese e 538
Interrupt Priority Setting Register D (IPRD)........coeveveieeeeeeeece e 539
Interrupt Priority Setting Register E (IPRE) .....oo.ooviiiiieceee e 540
Interrupt Control ReGIStEr (ICR) .....cc.oiiiiiirieiesie e 541
Break Address Register H (BARH) ......ooooiiiiicccc e 542
Break Address Register L (BARL) ..o 543
Break Address Mask Register H (BAMRH) .....oovoeveveecceeece e 544
Break Address Mask Register L (BAMRL) .....coovveiievieiececeeeeeeese e 545
Break Bus Cycle Register (BBR) ........ccoiviriinierierieiee e 546
Bus Control RegiSter (BCR) .......ccocereriririinie et 548
Wait State Control Register 1 (WCRL) .....cooeireiririereseeee e 549
Wait State Control Register 2 (WCR2) ..o 550
Wait State Control Register 3 (WCRS3)....ccucvevveeeieeeeeerere st 552
DRAM Area Control ReEGIStEr (DCR)......cccvvvevierieiesiereeieeeeeeeese e 553
Parity Control Register (PCR)......ccccoiriiinine e s 555
Refresh Control Register (RCR) .....coueviiiiiieiereeeee e e 556

Refresh Timer Control/Status Register (RSTCR) .......cvvveevieenieiineeseese e 557



A.2.45 Refresh Timer Counter Register (RTCNT) ..c.coiviiriineereeneesee e 558

A.2.46 Refresh Timer Constant Register (RTCOR) .......covveriririninenieeneesiee e 559
A.2.47 Timer Control/Status RegIStEr (TCSR) ....ccveeeereresese st 559
A.2.48 Timer COUNEr (TCNT) cuociieieiieeeeieeeee ettt st sa e e ens 561
A.2.49 Reset Control/Status Register (RSTCSR) ......coerererieneresiene e 561
A.2.50 Standby Control Register (SBY CR) ......cccooeriririiiniere e 562
A.2.51 Port A Data Register (PADR) ....coucuiiiirieeeserie sttt 563
A.2.52 Port B Data REGIStEr (PBDR).........covveeveneeeseesnseiesesssessssssssessssssssssssssesnssssesen 564
A.2.53 Port A I/O Register (PAIOR) ..ot 565
A.2.54 Port B Data Register (PBIOR) .......ccoiirrieieirinieieiesssesesese e 566
A.2.55 Port A Control Register 1 (PACRL) ..o 567
A.2.56 Port A Control Register 2 (PACR2) .....couooiieeeeeeeeeee e 569
A.2.57 Port B Control Register 1 (PBCRL) .....c.coiuiririirieirieerieereeereeeseeeseeesees e 571
A.2.58 Port B Control Register 2 (PBCR2) .......covirririeireereerie s 573
A.2.59 Column Address Strobe Pin Control Register (CASCR) .....cccvvcvvvvevvrerereereenen 575
A.2.60 TPC Output Mode Register (TPMR) ......cceirnieeiirieeeseseseeseses e 576
A.2.61 TPC Output Control Register (TPCR) .......coeoiireeerereeesiere e 577
A.2.62 Next Data Enable Register A (NDERA) ..ot 579
A.2.63 Next Data Enable Register B (NDERB) .......ccocutirririeenerenieee st 579

A.2.64 Next DataRegister A (NDRA) (When the output triggers of TPC output
groups 0 and 1 are the SAME) .......ccuevvereereereeiceeeee et s ne e s 580

A.2.65 Next DataRegister A (NDRA) (When the output triggers of TPC output
groupS 0 and 1 arethe SAIME) .......ccueveiierierieieer et e 581

A.2.66 Next Data Register A (NDRA) (When the output triggers of TPC output
groups 0 and 1 are different) ......coocereercerie e 581

A.2.67 Next DataRegister A (NDRA) (When the output triggers of TPC output
groups 0 and 1 are diffErent) ......cccceeeeererereeeceececes e 582

A.2.68 Next Data Register B (NDRB) (When the output triggers of TPC output
groups 2 and 3 are the SAIME) .......ccueieiierieieieer et e 582

A.2.69 Next Data Register B (NDRB) (When the output triggers of TPC output
groups 2 and 3 are the SAME) .......eovcviriciiieceree e 583

A.2.70 Next Data Register B (NDRB) (When the output triggers of TPC output
groups 2 and 3 are diffErent) .......ccceceeererereeeeeecer e 584

A.2.71 Next Data Register B (NDRB) (When the output triggers of TPC output
groups 2 and 3 are diffErent) .........ocererereeeeeeere e 584
A.3 Register Statusin Reset and POWer-DOwn SEALES.........ccciverererenene e 585
APPENAIX B PN SEBLES.........ooviriicieeeie ettt sttt 588

Appendix C Externa DIMENSIONS...........cccocoveieiieieieeeeee s 594



Section1l Overview

11 SuperH Microcomputer Features

The SuperH microcomputer (SH7000 series) is anew generation reduced instruction set computer
(RISC) in which a Hitachi-original CPU and the peripheral functions required for system
configuration are integrated onto a single chip.

The CPU has a RISC-type instruction set. Most instructions can be executed in one clock cycle,
which strikingly improves instruction execution speed. In addition, the CPU has a 32-bit internal
architecture for enhanced data-processing ability. As aresult, the CPU enables high-performance
systems to be constructed with advanced functionality at low cost, even in applications such as
realtime control that require very high speeds, an impossibility with conventional microcomputers.

The SH microcomputer includes peripheral functions such as large-capacity ROM, RAM, adirect
memory access controller (DMAC), timers, a serial communication interface (SCI), an interrupt
controller (INTC), and /O ports. External memory access support functions enable direct
connection to SRAM and DRAM. These features can drastically reduce system cost.

For on-chip ROM, masked ROM or electrically programmable ROM (PROM) can be selected.
The PROM version can be programmed by users with a general-purpose EPROM programmer.

Table 1.1 lists the features of the SH microcomputers (SH7020 and SH7021).
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Table1.1 Featuresof the SH7020 and SH7021 Microcomputers

Feature

Description

CPU

Original Hitachi architecture

32-bit internal data paths

General-register machine:
 Sixteen 32-bit general registers
» Three 32-bit control registers

» Four 32-bit system registers

RISC-type instruction set:

« Instruction length: 16-bit fixed length for improved code
efficiency

» Load-store architecture (basic arithmetic and logic operations
are executed between registers)

» Delayed unconditional branch instructions reduce pipeline
disruption

« Instruction set optimized for C language

Instruction execution time: one instruction/cycle (50 ns/instruction
at 20-MHz operation)

Address space: 4 Ghytes available on the architecture

On-chip multiplier: multiplication operations (16 bits x 16 bits —
32 bits) executed in 1-3 cycles, and multiplication/accumulation
operations (16 bits x 16 bits + 42 bits — 42 bits) executed in 2-3
cycles

Five-stage pipeline

Operating modes

Operating modes:
* On-chip ROMless mode
* On-chip ROM mode

Processing states:

* Power-on reset state

¢ Manual reset state

» Exception processing state
» Program execution state

» Power-down state

¢ Bus-released state

Power-down states:
« Sleep mode
« Software standby mode
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Table1.1l Featuresof the SH7020 and SH7021 Microcomputers (cont)

Feature Description

Interrupt controller (INTC) Nine external interrupt pins (NMI, IRQ0-IRQ7)

Thirty internal interrupt sources

Sixteen programmable priority levels

User break controller (UBC) Generates an interrupt when the CPU or DMAC generates a bus
cycle with specified conditions

Simplifies configuration of a self-debugger

Clock pulse generator (CPG) On-chip clock pulse generator (maximum operating frequency:
20 MHz):

» 20-MHz pulses can be generated from a 20-MHz crystal with a
duty cycle correcting circuit

Bus state controller (BSC) Supports external memory access:
« Sixteen-bit external data bus

Address space divided into eight areas with the following preset
features:

* Bus size (8 or 16 bits)
» Number of wait cycles can be defined by user.
» Type of area (external memory area, DRAM area, etc.)

— Simplifies connection to ROM, SRAM, DRAM, and
peripheral I/O

* When the DRAM area is accessed:
— RAS and CAS signals for DRAM are output

— Tp cycles can be generated to assure RAS precharge
time

— Address multiplexing is supported internally, so DRAM
can be connected directly

» Chip select signals (CS0 to CS7) are output for each area
DRAM refresh function:
» Programmable refresh interval

» Supports CAS-before-RAS refresh and self-refresh modes

DRAM burst access function:
» Supports high-speed access modes for DRAM

Wait cycles can be inserted by an external WAIT signal

One-stage write buffer improves the system performance

Data bus parity can be generated and checked
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Table 1.1 Features of the SH7032 and SH7034 Microcomputer s (cont)

Feature

Description

Direct memory access
controller (DMAC)
(4 channels)

Permits DMA transfer between the following modules:
« External memory

» External I/O

* On-chip memory

 Peripheral on-chip modules (except DMAC)

DMA transfer can be requested from external pins, on-chip SCI, on-
chip timers, and on-chip A/D converter

Cycle-steal mode or burst mode

Channel priority level is selectable

Channels 0 and 1: dual or single address transfer mode is
selectable; external request sources are supported; Channels 2 and
3: dual address transfer mode, internal request sources only

16-bit integrated-timer
pulse unit (ITU)

Ten types of waveforms can be output

Input pulse width and cycle can be measured

PWM mode: pulse output with 0-100% duty cycle (maximum
resolution: 50 ns)

Complementary PWM mode: can output a maximum of three pairs
of non-overlapping PWM waveforms

Phase counting mode: can count up or down according to the phase
of an external two-phase clock

Timing pattern controller
(TPC)

Maximum 16-bit output (4 bits x 4 channels) can be output

Non-overlap intervals can be established between pairs of
waveforms

Timing-source timer is selectable

Watchdog timer (WDT)
(1 channel)

Can be used as watchdog timer or interval timer

Timer overflow can generate an internal reset, external signal, or
interrupt

Power-on reset or manual reset can be selected as the internal reset

Serial communication
interface (SCI) (2 channels)

Asynchronous or clocked synchronous mode is selectable

Can transmit and receive simultaneously (full duplex)

On-chip baud rate generator in each channel

Multiprocessor communication function
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Table1l.1l Featuresof the SH7032 and SH7034 Microcomputers (cont)

Feature Description
I/O ports Total of 40 I/O lines (32 input/output lines, 8 input-only lines):
» Port A: 16 input/output lines (input or output can be selected for
each bit)
» Port B: 16 input/output lines (input or output can be selected for
each bit)
On-chip memory SH7020: 16-kbyte masked ROM, and 1-kbyte RAM

SH7021: 32-kbyte electrically programmable ROM or masked Rom,
and 1-kbyte RAM

32-bit data can be accessed in one clock cycle

HITACHI 5



Tablel.2 Product Line

Product  On-Chip Operating Operating Operating Marking
Number ROM Voltage Frequency temperature Model Model No. Package
SH7021 masked 5.0V 2 to 20MHz -20to +75 °C HD6437021X HD6437021TE 100-pin
ROM 210 16.6MHz -40to +85 °C HD6437021XIl HD6437021TEI plastic TQFP
3.3V 2t012.5MHz -20to +75°C HD6437021VX HD6437021VTE (TFP-100B)
-40 to +85 °C HD6437021VXI HD6437021VTEI
PROM 5.0V 2 to 20MHz -20to +75 °C HD6477021X HD6477021TE
210 16.6MHz -40to +85 °C HD6477021XI HD6477021TEI
3.3v 21t012.5MHz -20to +75°C HD6477021VX HD6477021VTE
-40to +85 °C HD6477021VXI HD6477021VTEI
SH7020 masked 5.0V 2 to 20MHz -20to +75 °C HD6437020X HD6437020TE
ROM 210 16.6MHz -40to +85 °C HD6437020XI HD6437020TEl
3.3V 2t012.5MHz -20to +75 °C HD6437020VX HD6437020VTE
-40 to +85 °C HD6437020VXI HD6437020VTEI
ROMless 5.0V 2 to 20MHz -40 to +85 °C HD6417020SX20I HD6417020X20I
3.3V 2t012.5MHz -40to +85 °C HD6417020SVX12l HD6417020VX12|
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12 Block Diagram

-« PA4/WRL (WR)
= PA3/CS7/WAIT

<> PA14/IRQ2/DACK1

<= PA13/IRQ1/DREQO/TCLKB

=~ PA12/IRQO/DACKO/TCLKA

<> PA11/DPH/TIOCB1
[+=PA10/DPL/TIOCA1

-~ PA8/BREQ

=~ PA7/BACK

-+ PAS/WRH (LBS)
-+~ PA2/CS6/TIOCBO

<> PA1/CS5/RAS

[+ PAO0/CS4/TIOCAO

<> PA9/AH/IRQOUT/ADTRG

=~ PA6/RD
— CS3/CASL
—=CS1/CASH

—CS2
—CS0
—=A21
—=A20
—=A19

[+ PA15/IRQ3/DREQ1
—=Al8

—=Al7
L +—~Al6

A

Q

dress

o
<]
=
>

l

—= Al5
RES(Vpp)® —» —= Al4
WDTOVF - — Al3
MD2 = Al12
MD1 — PROM or masked ROM*! A1l
MDO —= A10

NMI — |+ Ao

= A8
= A7
= A6

N B

N I A4

—= A3

RRSETRY) v = A2

Interrupt I bb§}|r< Bus state controller = Al
controller|| . 2red

controller| . - A0 (m)
Serial communi- 16-bit [ |«= AD15

cation interface integrated-tilmer lew AD14
(2 channels) pulse unit lew AD13

l«= AD12
Programmable
L . = AD11
timing pattern Watchdog timer
controller

Address

®L
298
as
52
8%
om

f«= AD10
f«» AD9
f«= AD8
f«= AD7
f«= AD6
f«= AD5
f«» AD4
f«> AD3
f«= AD2
f«= AD1
f«= ADO

Data/address

o
o

=
W

-]

OCB4 <
OCA4 ~—=|
OCB3 <~
OCA3 =~
OCB2 =
OCA2 <

PB15/TP15/IRQ7 <

PB14/TP14/IRQ6 <

PB13/TP13/IRQ5/SCK1 =

PB12/TP12/IRQ4/SCK0 |

PB9/TP9/TXD0 |
PB8/TP8/RxDO

PB7/TP7/TOCXBA4/TCLKD =

@ : Peripheral address bus (24 bits)
@ : Peripheral data bus (16 bits)
< : Internal address bus (24 bits)
XSXXX : Internal upper data bus (16 bits)
&I ¢ Internal lower data bus (16 bits)

PB11/TP11/TxD1 =
PB10/TP10/RxD1 =

PB6/TP6/TOCXA4/TCLKC =
PB5/TP5/T!
PB4/TP4/T!
PB3/TP3/T|
PB2/TP2/T|
PB1/TPL/T!
PBO/TPO/T

Notes: *1. SH7020: 16-kbyte masked ROM and 1-kbyte RAM.
SH7021: 32-kbyte PROM or Masked ROM and 1-kbyte RAM.
*2. Vpp: SH7021 (PROM version)

Figure1.1 Block Diagram
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Pin Descriptions
Pin Arrangement

13
131
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Figurel1l.2 Pin Arrangement

Notes: Vpp: SH7021 (PROM version)
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132

Pin Functions

Table 1.3 describes the pin functions.

Table1.3 Pin Functions

Type Symbol  Pin No. I/lO  Name and Function

Power Vee 13, 38, I Power: Connected to the power supply. Connect all

63, 73, Vcc pins to the system power supply . The chip will not
80, 88 operate if any V¢ pin is left unconnected.

Vss 4,15,24, | Ground: Connected to ground. Connect all Vgg pins to
32,41, the system ground. The chip will not operate if any Vgg
50, 59, pin is left unconnected.
70, 81,
82,92

Vpp 76* RES pin in the MCU mode. Apply +12.5V when
programming the PROM in the SH7021 (PROM
version).

Clock EXTAL 71 Crystal/external clock: Connected to a crystal resonator
or external clock input having the same frequency as
the system clock (CK).

XTAL 72 Crystal: Connected to a crystal resonator with the same
frequency as the system clock (CK). If an external clock
is input at the EXTAL pin, leave XTAL open.

CK 69 (0] System clock: Supplies the system clock (CK) to
peripheral devices.

System RES 76 Reset: Low input causes a power-on reset if NMI is

control high, or a manual reset if NMI is low.

WDTOVF 75 o Watchdog timer overflow: Overflow output signal from
the watchdog timer.

BREQ 60 Bus request: Driven low by an external device to
request the bus ownership.

BACK 58 (0] Bus request acknowledge: Indicates that bus ownership
has been granted to an external device. By receiving
the BACK signal, a device that has sent a BREQ signal
can confirm that it has been granted the bus.

Note: Pin 76 is RES in the SH7020, SH7021 (Masked ROM version) and Vpp in the SH7021

(PROM version).
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Table1.3 Pin Functions (cont)

Type Symbol Pin No. /O Name and Function

Operating MD2, 79-77 I Mode select: Selects the operating mode. Do not

mode MD1, change these inputs while the chip is operating. The

control MDO following table lists the possible operating modes and
their corresponding MD2-MDO values.
On-chip  Bus

Operating ROM Sizein
MD2 MDL MDO Mode Area 0
0 0 0 MCU mode  Disabled 8 bits
0 0 1 16 bits
0 1 0 Enabled**
0 1 1 (Reserved)
1 0 0
1 0 1
1 1 0
1 1 1 PROM

mode*?

Interrupts  NMI 74 I Nonmaskable interrupt: Nonmaskable interrupt request
signal. The rising or falling edge can be selected for
signal detection.

IRQO— 65-68, | Interrupt request 0—7: Maskable interrupt request
IRQ7 _ signals. Level input or edge-triggered input can be
97-100
selected.
IRQOUT 61 (0] Slave interrupt request output: Indicates occurrence of
an interrupt while the bus is released.
Address  A21-A0 45-42, 40, O Address bus: Outputs addresses.
bus 39, 37-33,
31-25,
23-20
Data bus AD15- 19-16, 14, /O Data bus: 16-bit bidirectional data bus that is
ADO 12-5, 3-1 multiplexed with the lower 16 bits of the address bus.
DPH 64 I/O  Upper data bus parity: Parity data for D15-D8.
DPL 62 I/O Lower data bus parity: Parity data for D7-DO.
Bus WAIT 54 | Wait: Requests the insertion of wait states (T\y) into

control

the bus cycle when the external address space is
accessed.

Notes : 1.Use prohibited in the SH7020 Romless version.
2.Can only be used in the SH7021 ZTAT version.
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Table1.3 Pin Functions (cont)

Type Symbol Pin No. 1/O Name and Function

Bus RAS 52 (0] Row address strobe: DRAM row-address strobe-timing
control signal.

(cont) CASH a7 (0] Column address strobe high: DRAM column-address

strobe-timing signal outputs low level to access the
upper eight data bits.

CASL 49 (0] Column address strobe low: DRAM column-address
strobe-timing signal outputs low level to access the
lower eight data bits.

RD 57 (0] Read: Indicates reading of data from an external device.
RH 56 (0] Upper write: Indicates write access to the upper eight
bits of an external device.
RL 55 (0] Lower write: Indicates write access to the lower eight
bits of an external device.
S0- 46-49, (0] Chip select 0-7: Chip select signals for accessing
S7 51-54 external memory and devices.
AH 61 O  Address hold: Address hold timing signal for a device
using a multiplexed address/data bus.
HBS, 20, 56 (0] Upper/lower byte strobe: Upper and lower byte strobe
LBS signals. (Also used as WRH and AO0.)
WR 55 (0] Write: Brought low during write access. (Also used as
WRL.)
DMAC DREQO, 66,68 DMA transfer request (channels 0 and 1): Input pins for
DREQ1 external DMA transfer requests.
DACKO, 65, 67 (0] DMA transfer acknowledge (channels 0 and 1):
DACK1 Indicates that DMA transfer is acknowledged.
16-hit TIOCAO, 51,53 I/O ITU input capture/output compare (channel 0): Input
integrated- TIOCBO capture or output compare pins.
twn_er pulse TIOCA1l, 62,64 I/O  ITU input capture/output compare (channel 1): Input
unit (ITU) TIOCB1 capture or output compare pins.

TIOCA2, 83,84 I/O ITU input capture/output compare (channel 2): Input
TIOCB2 capture or output compare pins.

TIOCA3, 85,86 I/O  ITU input capture/output compare (channel 3): Input
TIOCB3 capture or output compare pins.

TIOCA4, 87,89 I/O ITU input capture/output compare (channel 4): Input
TIOCB4 capture or output compare pins.
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Table1.3

Pin Functions (cont)

Type Symbol Pin No. 1/O Name and Function
16-hit TOCXA4, 90,91 (0] ITU output compare (channel 4): Output compare pins.
integrated- TOCXB4
tlmer pulse TCLKA- 65, 66, | ITU timer clock input: External clock input pins for ITU
unit(ITY)  tcLkp 90, 91 counters.
Timing TP15- 100-93, O Timing pattern output 15-0: Timing pattern output pins.
pattern TPO 91-89,
controller 87-83
(TPC)
Serial TxDO, 94, 96 (@] Transmit data (channels 0 and 1): Transmit data output
com- TxD1 pins for SCI0 and SCI1.
munication
interface RxDO, 93,95 | Receive data (channels 0 and 1): Receive data input
G RxD1 pins for SCI0 and SCI1.
SCKaO, 97, 98 I/O  Serial clock (channels 0 and 1): Clock input/output pins
SCK1 for SCIO and SCI1.
I/O ports PA15- 68-64, I/O  Port A: 16-bit input/output pins. Input or output can be
PAO 62-60, selected individually for each bit.
58-51
PB15- 100-93, /O Port B: 16-bit input/output pins. Input or output can be
PBO 91-89, selected individually for each bit.
87-83
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1.3.3 Pin Layout by Mode

Table 1.4 shows pin layout by mode

Table 1.4 Pin Layout by Mode

PROM Mode PROM Mode
Pin (SH7021PR- Pin (SH7021PR-
No. MCU Mode OM version) No. MCU Mode OM version)
1 ADO ADO 29 A8 A8
2 AD1 AD1 30 A9 OE
3 AD2 AD2 31 Al0 A10
4 Vss Vss 32 Vss Vss
5 AD3 AD3 33  All All
6 AD4 AD4 34 Al12 Al12
7 AD5 AD5 35 Al13 Al13
8 AD6 AD6 36 Al4 Al4
9 AD7 AD7 37 Al5 A15
10 ADS8 NC 38  Vee Vee
11  AD9 NC 39 Al6 Al16
12 AD10 NC 40  A17 Vee
13 Vee Vee 41 Vss Vss
14  AD11 NC 42  A18 Vee
15 Vg Vss 43 Al19 NC
16  AD12 NC 44  A20 NC
17  AD13 NC 45  A21 NC
18  AD14 NC 46 CSO NC
19  ADi15 NC 47  CS1/CASH NC
20  AO(HBS) A0 48 CS2 NC
21 Al Al 49  CS3/CASL NC
22 A2 A2 50  Vss Vss
23 A3 A3 51  PAO/CS4/TIOCAO NC
24 Vgg Vss 52  PA1/CS5/RAS NC
25 A4 Ad 53  PA2/CS6/TIOCBO PGM
26 A5 A5 54  PA3/CS7/WAIT CE
27 A6 A6 55  PA4/WRL(WR) NC
28 A7 A7 56  PAS/WRH(LBS) NC
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Table1.3.3 Pin Layout by Mode (cont)

PROM Mode
Pin (SH7021PR-
No. MCU Mode OM version)
57  PA6/RD NC
58  PA7/BACK NC
59  Vss Vss
60 PA8/BREQ NC
61  PA9/AH/IRQOUT NC
62  PA10/DPL/TIOCA1 NC
63  Vcc Vee
64  PAl11/DPH/TIOCB1 NC
65  PA12/IRQO/DACKO/ NC
TCLKA
66  PA13/IRQ1/DREQO/ NC
TCLKLB
67  PA14/IRQ2/DACK1 NC
68  PA15/IRQ3/DREQ1 NC
69 CK NC
70 Vss Vss
71 EXTAL NC
72 XTAL NC
73 Vcc Vee
74 NMI A9
75  WDTOVF NC
76  RES Vop
77 MDO Vee
78  MD1 Vee
79  MD2 Vee

PROM Mode

Pin (SH7021PR-
No. MCU Mode OM version)
80  Vcc Vee
81  Vss Vss
82  Vss Vss
83 PBO/TPO/TIOCA2 NC
84  PB1/TP1/TIOCB2 NC
85 PB2/TP2/TIOCA3 NC
86 PB3/TP3/TIOCB3 NC
87 PB4/TP4/TIOCA4 NC
88 Ve Vee
89 PB5/TP5/TIOCB4 NC
90 PB6/TP6/TOCXA4/ NC

TCLKC
91 PB7/TP7/TOCXB4/ NC

TCLKD
92  Vss Vss
93 PB8/TP8/RxD0O NC
94  PB9/TP9/TxDO NC
95 PB10/TP10/RxD1 NC
96 PB11/TP11/TXD1 NC
97  PB12/TP12/IRQ4/  NC

SCKO
98  PB13/TP13/IRQ5/ NC

SCK1
99  PB14/TP14/IRQ6 NC
100 PB15/TP15/IRQ7 NC
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Section2 CPU

21 Register Configuration

The register set consists of sixteen 32-bit general registers, three 32-bit control registers, and four
32-bit system registers.

211 General Registers(Rn)

General registers Rn consist of sixteen 32-bit registers (RO-R15). General registers are used for
data processing and address cal culation. Register RO also functions as an index register. For some
instructions, the RO register must be used. Register R15 functions as a stack pointer to save or
recover status registers (SR) and program counter (PC) during exception processing.

31 0

RO RO functions as an index register

R1 in the indexed register addressing

R2 mode and indirect indexed GBR
addressing mode. In some instruc-

R3 tions, RO functions as a source

R4 register or a destination register.

R5
R6
R7
R8
R9
R10
R11
R12
R13
R14

R15, SP R15 functions as a stack pointer (SP)
during exception processing.

Figure2.1 General Registers(Rn)

212 Control Registers

Control registers consist of the 32-bit status register (SR), global base register (GBR), and vector
base register (VBR). The status register indicates processing states. The global base register
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functions as a base address for the indirect GBR addressing mode to transfer data to the registers
of peripheral on-chip modules. The vector base register functions as the base address of the
exception processing vector areaincluding interrupts.

31 98 76543210
SR| ————————- MQI3 121110 --ST | SR: Status register

T I |_>T bit: The MOVT, CMP, TAS, TST,

BT, BF, SETT, and CLRT instructions
use the T bit to indicate a true (1) or
false (0). The ADDV, ADDC, SUBV,
SUBC, DIVOU, DIVOS, DIV1, NEGC,
SHAR, SHAL, SHLR, SHLL, ROTR,
ROTL, ROTCR and ROTCL
instructions also use the T bit to indicate
carry/borrow or overflow/underflow

— S bit: Used by the MAC instruction.

» Reserved bits. These bits always read 0.
The write value should always be 0.

——»Bits 10-13: Interrupt mask bits.

»M and Q bits: Used by the DIVOU, DIVOS,
and DIV1 instructions.

Global base register (GBR):
31 0 Indicates the base address of the indirect
GBR GBR addressing mode. The indirect GBR
addressing mode is used to transfer data
to the register areas peripheral on-chip
modules.

31 0 Vector base register (VBR):
VBR Stores the base address of the exception
processing vector area.

Figure2.2 Control Registers

213 System Registers

System registers consist of four 32-bit registers: multiply and accumulate registers high and low
(MACH and MACL), procedure register (PR), and program counter (PC). The multiply and
accumulate registers store the results of multiply and accumulate operations. The procedure
register stores the return address from the subroutine procedure. The program counter stores
program addresses to control the flow of the processing.
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31 9 0 Multiply and accumulate (MAC) registers
(sign extended) MACH high and low (MACH, MACL): Store the

results of multiply and accumulate opera-
MACL tions. MACH is sign-extended when read
because only the lowest 10 bits are valid.

31 0
| PR

Procedure register (PR): Stores a return
address from a subroutine procedure.

31 0  Program counter (PC): Indicates the
| PC fourth byte (second instruction) after
the current instruction.

Figure2.3 System Registers

214 Initial Values of Registers
Table 2.1 lists the values of the registers after reset.

Table2.1 Initial Valuesof Registers

Classification Register Initial Value
General register R0-R14 Undefined
R15 (SP) Value of the stack pointer in the vector address table
Control register SR Bits 10-13 are 1111(H'F), reserved bits are 0, and other
bits are undefined
GBR Undefined
VBR H'00000000
System register MACH, MACL, PR Undefined
PC Value of the program counter in the vector address
table

2.2 Data Formats

221 Data Format in Registers

Register operands are always long words (32 bits). When the memory operand is only a byte (8
bits) or aword (16 bits), it is sign-extended into along word when stored into aregister (figure
2.4).
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Long word

Figure2.4 DataFormat in Registers

222 Data Format in Memory

Memory data formats are classified into bytes, words, and long words. Byte data can be accessed
from any address, but an address error will occur if you try to access word data starting from an
address other than 2n or long word data starting from an address other than 4n. In such cases, the
data accessed cannot be guaranteed. The hardware stack area, which isreferred to by the hardware
stack pointer (SP, R15), uses only long word data starting from address 4n because this area stores
the program counter and status register (figure 2.5).

Address m + 1 Address m + 3
Address m Address m + 2
Tar § 23 15 ¢ 7 o
7 Byte O|7 Byte 0|7 Byte O|7 Byte 0
Address 2n —» |15 Word 015 Word 0
Address 4n —» |31 Long word 0

Figure2.5 DataFormatin Memory

2.2.3 Immediate Data For mat

Byte (8-bit) immediate datais located in the instruction code. Immediate data accessed by the
MOV, ADD, and CMP/EQ instructionsis sign-extended and is handled in registers as long word
data. Immediate data accessed by the TST, AND, OR, and XOR instructionsis zero-extended and
is handled as long word data. Consequently, AND instructions with immediate data always clear
the upper 24 bits of the destination register.

Word or long word immediate data is not located in the instruction code but rather is stored in a
memory table. The memory table is accessed by aimmediate data transfer instruction (MOV)
using the PC relative addressing mode with displacement.
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2.3 I nstruction Features

231 RISC-Type Instruction Set
All instructions are RISC type. Their features are as follows:

16-Bit Fixed Length: Every instruction is 16 bits long, making program coding much more
efficient.

Onelnstruction/Cycle: Basic instructions can be executed in one cycle using the pipeline system.
One-cycleinstructions are executed in 50 ns at 20 MHz.

Data L ength: Long word is the standard data length for all operations. Memory can be accessed
in bytes, words, or long words. Byte or word data accessed from memory is sign-extended and
handled as long word data. Immediate data is sign-extended for arithmetic operations or zero-
extended for logic operations (handled as long word data).

Table2.2 Sign Extension of Word Data

CPU of SH7000 Series Description Conventional CPUs
MOV. W @di sp, PC), R1 Data is sign-extended to 32 bits, and  ADD. W#H 1234, RO
ADD R1, RO R1 becomes H'00001234. It is next

........................ operated upon by an ADD instruction.
. DATA. W 1234

Note: The address of the immediate data is accessed by @(disp, PC).

L oad-Store Architecture: Basic operations are executed between registers. For operations that
involve memory, datais loaded to the registers and executed (load-store architecture). Instructions
such as AND that manipulate bits, however, are executed directly in memory.

Delayed Branch Instructions: Unconditional branch instructions are delayed. Pipeline disruption
during branching is reduced by first executing the instruction that follows the branch instruction,
and then branching. See the SH-1/SH-2 Programming Manual for details.

Table2.3 Delayed Branch Instructions

CPU of SH7000 Series Description Conventional CPU
BRA TRGET Executes an ADD before ADDW RI, RO
ADD Rl, RO branching to TRGET. BRA TRGET

Multiplication/Accumulation Operation: The five-stage pipeline system and the on-chip
multiplier enable 16-bit x 16-bit - 32-bit multiplication operations to be executed in 1-3 cycles.
16-bit x 16-bit + 42-bit — 42-bit multiplication/accumul ation operations can be executed in 2-3
cycles.
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T bit: T bit (in the status register) is set according to the result of a comparison, and in turn isthe
condition (True/False) that determines if the program will branch. The T bit in the status register is
only changed by selected instructions, thus improving the processing speed.

Table2.4 T bit

CPU of SH7000 Series Description Conventional CPU
CWMP/ GER1, RO T bit is set when RO = R1. The program CW. W Rl, RO
BT TRGETO branches to TRGETO when RO = R1 BCGE TRCETO
BF TRGET1 and to TRGET1 when RO<R1. BLT TRCGET1
ADD #1, RO T bit is not changed by ADD. T bitisset SUB.W #1, RO
TST RO, RO when R0=0. The program branches if BEQ TRCGET

BT TRCGET R0=0.

Immediate Data: Byte (8-bit) immediate datais located in the instruction code. Word or long
word immediate datais not located in instruction codes but is stored in amemory table. The
memory tableis accessed by aimmediate data transfer instruction (MOV) using the PC relative
addressing mode with displacement.

Table25 Immediate Data Accessing

Classification CPU of SH7000 Series Conventional CPU
8-bit immediate MOV #H 12, RO MWV.B #H 12, RO
16-bit immediate MV. W @disp, PO, RO MOV. W #H 1234, RO
. DATA. WH 1234
32-bit immediate MOV.L @disp, PO, RO MOV.L #H 12345678, RO

. DATA LH 12345678

Note: The address of the immediate data is accessed by @(disp, PC).

Absolute Address: When datais accessed by absolute address, the value already in the absolute
addressis placed in the memory table. By loading the immediate data when the instruction is
executed, that value is transferred to the register and the datais accessed in the indirect register
addressing mode.
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Table2.6 Absolute Address Accessing

Classification CPU of SH7000 Series Conventional CPU

Absolute address MOV.L @disp, PC), RL M. B @ 12345678, RO
MOV. B@Rl, RO

. DATA. LH 12345678

Note: The address of the immediate data is accessed by @(disp, PC).

16/32-Bit Displacement: When datais accessed by 16-bit or 32-bit displacement, the pre-existing
displacement value is placed in the memory table. By loading the immediate data when the
instruction is executed, that value is transferred to the register and the data is accessed in the
indirect indexed register addressing mode.

Table2.7 Accessing by Displacement

Classification CPU of SH7000 Series Conventional CPU
16-bit displacement MV. W @disp, PO, RO MV. W @H 1234, R1),
MV.W @RO, RL), R rR2
. DATA WH 1234

Note: The address of the immediate data is accessed by @(disp, PC).
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2.3.2 Addressing M odes
Addressing modes and effective address calculation are described in table 2.8.

Table2.8 Addressing Modesand Effective Addr esses

Addressing Mnemonic

Mode Expression Effective Addresses Calculation Equation
Direct Rn The effective address is register Rn. (The operand is —
register the contents of register Rn.)
addressing
Indirect @Rn The effective address is the content of register Rn. Rn
ndres:
addressing Rn RN
Post-incre- @Rn + The effective address is the content of register Rn. A Rn
ment constant is added to the content of Rn after the (After the
indirect instruction is executed. 1 is added for a byte instruction is
register operation, 2 for a word operation, and 4 for a long executed)
addressing word operation.
Byte:Rn +1
- Rn
Word: Rn + 2
- Rn
Long word:
Rn+4 - Rn
Pre-decre- @-Rn The effective address is the value obtained by Byte: Rn—1
ment subtracting a constant from Rn. 1 is subtracted fora - Rn
indirect byte operation, 2 for a word operation, and 4 for a Word: Rn — 2
register long word operation. = RN
addressing
Long word:
Rn-4 - Rn

Rn - 1/2/4

(Instruction
executed with
Rn after
calculation)
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Table2.8

Addressing M odes and Effective Addr esses (cont)

Addressing Mnemonic
Mode Expression Effective Addresses Calculation Equation
Indirect @(disp:4, The effective address is Rn plus a 4-bit displacement Byte: Rn +
register Rn) (disp). disp is zero-extended, and remains the same  disp
addressing for a byte operation, is doubled for a word operation, Word: Rn +
with and is quadrupled for a long word operation. disp x 2
displace-
ment Long word:

i Rn + disp x 4

disp Rn + disp x 1/2/4
(zero-extended)
Indirect @(RO, Rn)  The effective address is the Rn value plus RO. Rn + RO
indexed
register
addressing
®
Indirect @(disp:8, The effective address is the GBR value plus an 8-bit  Byte: GBR +
GBR GBR) displacement (disp). The value of disp is zero- disp
addressing extended, and remains the same for a byte Word: GBR +
with operation, is doubled for a word operation, and is disp x 2
displace- quadrupled for a long word operation.
ment Long word:
GBR + disp x
disp _ GBR 4
(zero-extended) + disp x 1/2/4

Indirect @(RO, The effective address is the GBR value plus the RO. GBR + RO
indexed GBR)
GBR
addressing
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Table2.8 Addressing Modes and Effective Addresses (cont)

Addressing Mnemonic

Mode Expression Effective Addresses Calculation Equation

PC relative  @(disp:8, The effective address is the PC value plus an 8-bit Word: PC +

addressing  PC) displacement (disp). disp is zero-extended, and disp x 2

with dis- remains the same for a byte operation, is doubled for Long word:

placement a word operation, and is quadrupled for a long word PC &
operation. For a long word operation, the lowest two H'EEFEEEEC
bits of the PC are masked. +disp x 4

PC + disp x 2
or
PC & HFFFFFFFC
+ disp x 4

disp
(zero-extended)

*: For long word

PC relative  disp:8 The effective address is the PC value sign-extended PC + disp x 2
addressing with an 8-bit displacement (disp), doubled, and
added to the PC.

disp
(zero-extended)

PC + disp x 2

disp:12 The effective address is the PC value sign-extended PC + disp x 2
with a 12-bit displacement (disp), doubled, and
added to the PC.

disp
(zero-extended)

PC + disp x 2
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Table2.8 Addressing Modes and Effective Addresses (cont)

Addressing Mnemonic

Mode Expression Effective Addresses Calculation Equation
Immediate  #imm:8 The 8-bit immediate data (imm) for the TST, AND, —
addressing OR, and XOR instructions are zero-extended.

#imm:8 The 8-bit immediate data (imm) for the MOV, ADD, —

and CMP/EQ instructions are sign-extended.

#imm:8 Immediate data (imm) for the TRAPA instruction is

zero-extended and is quadrupled.

2.3.3 Instruction Formats

Theinstruction format refers to the source operand and the destination operand. The meaning of
the operand depends on the instruction code. Symbols are as follows.

XXXX Instruction code
mmmm  Source register

nnnn  Destination register

iiii Immediate data
dddd  Displacement

Table2.9 Instruction Formats

Source Destination Instruction
Instruction Formats Operand Operand Example
0 format — — NCP
15 0
XXXX  XXXX  XXXX  XXXX
n format — nnnn: Direct MOVT Rn
register
15 0 Control register  nnnn: Direct STS NMACH Rn
| XXXX | nnnn | XXXX  XXXX or system register
register
Control register  nnnn: Indirectpre- STC L SR @Rn
or system decrement register
register
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Table2.9

Instruction Formats (cont)

Source Destination Instruction
Instruction Formats Operand Operand Example
m format mmmm: Direct Control register or LDC Rm SR
register system register
15 mmmm: Indirect Control registeror LDC L @+, SR

| XXXX |mmmm| XXXX  XXXX

post-increment
register

system register

mmmm: Direct
register

JW @

nm format

15

| XXXX | nnnn |mmmm| XXXX

mmmm: Direct
register

nnnn: Direct
register

ADD  RmRn

mmmm: Direct
register

nnnn: Direct
register

MOV.L Rm @n

mmmm: Indirect
post-increment
register
(multiply/
accumulate)

nnnn: Indirect
post-increment
register
(multiply/
accumulate)*

MACH, MACL

MAC W
@Rmr, @+

mmmm: Indirect
post-increment
register

nnnn: Direct
register

MOV.L @Rmt, Rn

mmmm: Direct

nnnn: Indirect pre-

MOV.L Rm@Rn

register decrement register
mmmm: Direct nnnn: Indirect MOV. L
register indexed register Rm @RO, R1)
md format mmmmdddd: RO (Direct register) MOV. B
15 0 indirect register @di sp, R1, RO
| XXXX  XXXX |mmmm| dddd W.'th
displacement
nd4 format RO (Direct nnnndddd: Indirect MOV. B
15 register) register with RO, @di sp, Rn)

| XXXX  XXXX | nnnn | dddd

displacement

Note:
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Table2.9

Instruction Formats (cont)

Source Destination
Instruction Formats Operand Operand Example
nmd format mmmm: Direct nnnndddd: Indirect MOV. L
15 register register with Rm @di sp, Rn)
| XXXX | nnnn |mmmm| dddd displacement
mmmmdddd: nnnn: Direct MOV. L
Indirect register  register @di sp, R1,
with
displacement
d format dddddddd: RO (Direct register) MOV. L
15 Indirect GBR @di sp, BR, RO
XXXX  XXxX | dddd dddd W.Ith
displacement
RO(Direct dddddddd: Indirect MOV. L
register) GBR with RO, @di sp, BR
displacement
dddddddd: PC RO (Direct register) MOVA
relative with @di sp, PO, RO
displacement
dddddddd: PC — BF di sp
relative
d12 format dddddddddddd: — BRA di sp
15 PC relative
| %0 | dddd  dddd  dddd
nd8 format dddddddd: PC nnnn: Direct MOV. L
15 relative with register @di sp, PO, R
| oo [ nnnn [ dddd  ddda |~ iSPlacement
i format iiiiiiii: Immediate  Indirect indexed AND. B
GBR #i mm @ RO, GBBR)
15 iiiiiiii: Immediate RO (Direct register) AND #i mm RO
|xxxx xxxx|iiii iiii
iiiiiiii; Immediate = — TRAPA  #i mm
ni format jiiiiiii: Immediate  nnnn: Direct ADD #i mm R
15 register
|xxxx|nnnn| Pl i
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2.4 I nstruction Set

24.1 Instruction Set by Classification
Table 2.10 listsinstructions by classification.

Table2.10 Classification of I nstructions

Classifi- Operation Number of
cation Types Code Function Instructions
Data 5 MOV Data transfer, immediate data transfer, 39
transfer peripheral module data transfer, structure
data transfer

MOVA Effective address transfer

MOVT T bit transfer

SWAP Swap of upper and lower bytes

XTRCT Extraction of the middle of registers

connected

Arithmetic 17 ADD Binary addition 28
operations ADDC Binary addition with carry

ADDV Binary addition with overflow check

CMP/cond  Comparison

Divi Division

DIVOS Initialization of signed division

DIvou Initialization of unsigned division

EXTS Sign extension

EXTU Zero extension

MAC Multiplication and accumulation

MULS Signed multiplication

MULU Unsigned multiplication

NEG Negation

NEGC Negation with borrow

SUB Binary subtraction

SUBC Binary subtraction with carry

SUBV Binary subtraction with underflow check
Logic 6 AND Logical AND 14
operations NOT Bit inversion

OR Logical OR

TAS Memory test and bit set
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Table2.10 Classification of Instructions (cont)

Classifi- Operation Number of
cation Types Code Function Instructions
Logic oper- 6 TST Logical AND and T bit set 14
ations(cont) XOR Exclusive OR
Shift 10 ROTL One-bit left rotation 14

ROTR One-bit right rotation

ROTCL One-bit left rotation with T bit

ROTCR One-bit right rotation with T bit

SHAL One-bit arithmetic left shift

SHAR One-bit arithmetic right shift

SHLL One-bit logical left shift

SHLLn n-bit logical left shift

SHLR One-bit logical right shift

SHLRn n-bit logical right shift
Branch 7 BF Conditional branch (T = 0) 7

BT Conditional branch (T = 1)

BRA Unconditional branch

BSR Branch to subroutine procedure

JMP Unconditional branch

JSR Branch to subroutine procedure

RTS Return from subroutine procedure
System 11 CLRT T bit clear 31
control CLRMAC  MAC register clear

LDC Load to control register

LDS Load to system register

NOP No operation

RTE Return from exception processing

SETT T bit set

SLEEP Shift into power-down mode

STC Storing control register data

STS Storing system register data

TRAPA Trap exception processing
Total 56 133
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Instruction codes, operation, and execution states are listed in the following format in order by
classification.

Table2.11 Instruction Code Format

Item Format Explanation
Instruction OP. Sz SRC, DEST OP: Operation code
mnemonic Sz: Size

SRC: Source

DEST: Destination

Rm: Source register
Rn: Destination register
imm: Immediate data
disp: Displacement*

Instruction MSB ~ LSB mmmm: Source register
code nnnn: Destination register
0000: RO
0001: R1
1111: R15

iiii: Immediate data
dddd: Displacement

Operation S, « Direction of transfer
summary (xx) Memory operand
M/QIT Flag bits in the SR
& Logical AND of each bit
[ Logical OR of each bit
A Exclusive OR of each bit
~ Logical NOT of each bit
<<n, >>n n-bit shift
Execution Value when no wait states are inserted
cycle

Instruction execution cycles: The execution cycles shown in
the table are minimums. The actual number of cycles may
be increased:

1. When contention occurs between instruction fetches
and data access, or

2. When the destination register of the load instruction
(memory - register) and the register used by the next
instruction are the same.

T bit Value of T bit after instruction is executed

— No change

Note: Scaling (x1, x2, x4) is performed according to the instruction operand size. See
"SH-1/SH-2 Programming Manual” for details.
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Table2.12 Data Transfer Instructions

Execu-
tion T
Instruction Instruction Code Operation Cycles bit
MOV # mm Rn 1110nnnniiiiiiii  #imm - Sign extension - 1 —
Rn
MV. W  @disp, PO,R 1001nnnndddddddd (dispx2 + PC) - Sign 1 —
extension - Rn
MV.L  @disp, PO,R 1101nnnndddddddd (dispx4 + PC) - Rn 1 —
MOV Rm 0110nnnnmmO0011 Rm - Rn 1 —
MV.B Rm @ 0010nNNnmmm©O000 Rm - (Rn) 1 —
MV. W  Rm @n 0010nnNnmMM®O001  Rm - (Rn) 1 —
MOV. L Rm @ 0010nnnnmmmO010 Rm - (Rn) 1 —
MV.B @mRn 0110nnnnmmm©O000 (Rm) — Sign extension - 1 —
Rn
MV. W @M Rn 0110nnnnmmm®O001 (Rm) - Sign extension - 1 —
Rn
MV.L @mRn 0110nnnnmmmm©0010 (Rm) - Rn 1 —
MV.B  Rm @R 0010nnnnmMmmM®100 Rn-1 - Rn, Rm - (Rn) 1 —
MOV. W  Rm @Rn 0010nnnnmmmO101 Rn-2 - Rn, Rm - (Rn) 1 —
MV.L Rm@Rn 0010nnnnmmm0110 Rn—4 - Rn, Rm - (Rn) 1 —
MV.B @, R 0110nnnnmMmmM®100 (Rm) - Sign extension - 1 —
Rn,Rm+1 - Rm
MOV. W  @Rm+, Rn 0110nnnnmmm®©101  (Rm) - Sign extension - 1 —
Rn,Rm+2 - Rm
MV.L @ R 0110nnnnmmO110 (Rm) - RnRm+4 - Rm 1 —
M. B RO, @di sp, Rn) 10000000nnnndddd RO - (disp + Rn) 1 —
M. W RO, @di sp, Rn) 10000001nnnndddd RO - (dispx2 + Rn) 1 —
MV.L  Rm @disp, R1)  0001nnnnmmmdddd  Rm - (dispx4 + Rn) 1 —
MV.B  @disp, R, R0 10000100mmmdddd (disp + Rm) - Sign 1 —
extension - RO
MV. W  @disp, R, R0 10000101mmmdddd (dispx2 + Rm) - Sign 1 —
extension —» RO
MWV.L  @disp, R, R 0101lnnnnnmmudddd  (dispx4 + Rm) — Rn 1 —
MV.B Rm @RO, R1) 0000nnNNNMMM©100 Rm - (RO + Rn) 1 —
MV. W  Rm @RO, Rn) 0000nnnnmmMM0101 Rm - (RO + Rn) 1 —
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Table2.12 Data Transfer Instructions (cont)

Execu-
tion T
Instruction Instruction Code Operation Cycles bit
MOV.L Rm@RO, R) 0000nNnNnmmMMO110 Rm - (RO + Rn) 1 —
MV.B @RO,R1), R 0000nnnNnmMmMM1100 (RO + Rm) - Sign 1 —
extension -» Rn
MOV.W @RO,R1), R 0000nnnnmMM1101 (RO + Rm) - Sign 1 —
extension - Rn
MV.L @RO,R7),Rn 0000nnnnmmM1110 (RO + Rm) - Rn 1 —
MV.B RO, @di sp, GBBR 11000000dddddddd RO - (disp + GBR) 1 —
MV. W RO, @di sp, @BBR 11000001dddddddd RO - (dispx2 + GBR) 1 —
MOV.L RO, @disp, 8BR 11000010dddddddd RO - (dispx4 + GBR) 1 —
MV.B @disp, 8BR), R0 11000100dddddddd (disp + GBR) - Sign 1 —
extension - RO
MOV. W  @disp, 3R, R0 11000101dddddddd (dispx2 + GBR) - Sign 1 —
extension - RO
MOV.L  @disp, BR,R0 11000110dddddddd (dispx4 + GBR) —» RO 1 —
MOVA @disp, PO, R0 11000111dddddddd dispx4 + PC - RO 1 —
MOVT 24] 0000nnnNn00101001 T - Rn 1 —
SWAP.B RmRn 0110nnnnmmm1000 Rm - Swap the bottom 1 —
two bytes - Rn
SWAP.W Rm R 0110nnnnmmmL001 Rm - Swap two 1 —
consecutive words - Rn
XTRCT RmRn 0010nnnnmmmi101  Center 32 bits of Rm and 1 —

Rn - Rn
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Table2.13 Arithmetic Instructions

Execution
Instruction Instruction Code Operation Cycles T bit
ADD Rm Rn 0011nnnnmmm1100 Rn+Rm - Rn 1 —
ADD #i mm Rn Olllnnnniiiiiiii Rn +imm - Rn 1 —
ADDC Rm R 0011nnnnmmml110 Rn+Rm+T - Rn, 1 Carry
Carry - T
ADDV Rm R 0011lnnnnmmmillll Rn+ Rm - Rn, 1 Overflow
Overflow - T
CW/ EQ #immRO 10001000iiiiiiii IfRO=imm,1 - T 1 Comparison
result
OW EQ RmRn 0011nnnnmMmm®O000 IfRn=Rm,1 - T 1 Comparison
result
OW/HS RmR 0011nnnnnmmm®010  If Rn=Rm with 1 Comparison
unsigned data, 1 - T result
OW/ CGE RmR 0011nnnnmmm®©011 If Rn = Rm with 1 Comparison
signed data, 1 - T result
OWH Rnk 0011nnnnnmmm®110 If Rn > Rm with 1 Comparison
unsigned data, 1 - T result
OW/ GI' RnRn 0011nnnnmmmoO111  If Rn > Rm with 1 Comparison
signed data, 1 - T result
OW/ PZ R 0100nnnn00010001 IfRNn=0,1 - T 1 Comparison
result
OW/ PL Rn 0100nnnn00010101 IfRN>0,1 -~ T 1 Comparison
result
OW/ STR Rm R 0010nnnnmmMmL100 If Rnand Rm have an 1 Comparison
equivalent byte, 1 — result
T
D vi Rm R 0011nnnnmmm®100  Single-step division 1 Calculation
(Rn/Rm) result
DWS RmRn 0010nnnnmmmM®111  MSB of Rn - Q, 1 Calculation
MSB of Rm - M, M " result
Q-T
D VOU 0000000000011001 O - M/QIT 1 0
EXTS. B RmRn 0110nnnnmmm1110 A bytein Rmissign- 1 —

extended - Rn
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Table2.13 Arithmetic Instructions (cont)

Execution
Instruction Instruction Code Operation Cycles T bit
EXTS. W Rm Rn 0110nnnnmmmil11l A word in Rmis sign- 1—
extended - Rn
EXTUB RmRn 0110nnnnmmm1100 A byte in Rmis zero- 1 —
extended - Rn
EXTUW Rm R 0110nnnnmmmm 101 A word in Rmis zero- 1 —
extended - Rn
MC W @, @+ 0100nnnnmmmillll  Signed operation of 3/(2)* —
(Rn) x (Rm) + MAC
- MAC
MLS Rm R 0010nnnnnmmmrl111  Signed operation of 1-3* —
Rn xRm - MAC
MULU Rm Rn 0010nnnnnmmm1110  Unsigned operation 1-3* —
of Rn xRm - MAC
NEG Rm Rn 0110nnnnmml011 O0-Rm - Rn 1 —
NEQC RM 0110nnnnmmmmi1010 O-Rm-T - Rn, 1 Borrow
Borrow - T
SUB Rm Rn 0011nnnnmmmml000 Rn-Rm - Rn 1 —
SUBC RM R 0011nnnnmmmil010 Rn-Rm-T - Rn, 1 Borrow
Borrow - T
SuBvV Rm R 0011nnnnmmmM1011 Rn-Rm - Rn, 1 Underflow
Underflow - T
Note: The normal minimum number of execution cycles (The number in parenthesis in the

number of cycles when there is contension with preceding/following instructions).
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Table2.14 Logic Operation Instructions

Execution
Instruction Instruction Code Operation Cycles T bit
AND Rm Rn 0010nnnnnmmM1001 Rn & Rm - Rn 1 —
AND #i mMmm RO 1100100%iiiiiiii RO & imm - RO 1 —
AND.B #mm @R, BR 1100110%iiiiiiii (RO + GBR) & imm - 3 —
(RO + GBR)
NOT Rm Rn 0110nnnnmmm®0111 ~Rm - Rn 1 —
R RM R 0010nnnnmmm1011 Rn|Rm - Rn 1 —
xR #i mm RO 1100102%iiiiiiii RO | imm - RO 1 —
RB #imm @R, BR 11001111iiiiiiii (RO+GBR)|imm - (RO 3 —
+ GBR)
TAS.B @ 0100nnnn00011011 If(Rn)is0,1 - T;1 - 4 Test
MSB of (Rn) result
TST Rm Rn 0010nnnnnmmMMI000 Rn & Rm; if the result is 1 Test
0,1-T result
TST #i mm RO 11001000iiiiiiii RO & imm; if the resultis 1 Test
0,1-T result
TST.B #inm @QRO, @BR) 11001100iiiiiiii (RO + GBR) & imm; ifthe 3 Test
resultis0,1 - T result
XR Rm R 0010nnnnnmMMM1010 Rn”~Rm - Rn 1 —
XCR #i mm RO 11001010iiiiiiii RO~ imm - RO 1 —
XOR B #inmm @RO, BR) 11001110iiiiiiii (RO + GBR) A imm - 3 —
(RO + GBR)
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Table2.15 Shift Instructions

Instruction Instruction Code Operation Execution Cycles T bit
ROTL R 0100nnnn00000100 T ~ Rn ~ MSB 1 MSB
ROTR R 0100nnnn00000101 LSB - Rn - T 1 LSB
ROTCL Rn 0100nnnNn00100100 T « Rn « T 1 MSB
ROTCR Rn 0100nnnn00100101 T - Rn - T 1 LSB
SHAL R 0100nnnNn00100000 T ~ Rn «~ 0 1 MSB
SHAR R 0100nnnn00100001 MSB - Rn - T 1 LSB
SHL R 0100nnnNn00000000 T —~ Rn « 0 1 MSB
SHR R 0100nnnn00000001 O - Rn - T 1 LSB
SHL2 R 0100nnnNn00001000 Rn<<2 - Rn 1 —
SHRZ R 0100nnnn00001001 Rn>>2 - Rn 1 —
SHL8 R 0100nnnn00011000 Rn<<8 - Rn 1 —
SHR8 Rn 0100nnnn00011001 Rn>>8 - Rn 1 —
SHL16 R 0100nnnn00101000 Rn<<16 - Rn 1 —
SHRI6 R 0100nnNn00101001 Rn>>16 - Rn 1 —
Table2.16 Branch Instructions
Executio

Instruction Instruction Code Operation n Cycles T bit
BF | abel 10001011dddddddd If T =0, dispx2 + PC - PC; if T=1,nop 3/1* —
BT | abel 10001001dddddddd If T =1, dispx2 + PC - PC; if T=0, nop 3/1* —
BRA | abel 1010dddddddddddd Delayed branch, dispx2 + PC - PC 2 —
BSR | abel 1011dddddddddddd Delayed branch, PC - PR, dispx2 + PC 2 —

- PC
JMWP @m 0100mmm®0101011 Delayed branch, Rm - PC 2 —
JSR @m 0100mmm®O0001011 Delayed branch, PC - PR, Rm - PC 2 —
RTS 0000000000001011 Delayed branch, PR - PC 2 —

Note: The execution state is three cycles when program branches, and one cycle when program
does not branch.
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Table2.17 System Control Instructions

Execution T bit

Instruction Instruction Code Operation Cycles
CLRT 0000000000001000 0 - T1 0
CLRVAC 0000000000101000 0O - MACH, MACL 1 —
LDC Rm SR 0100nMmmO0001110 Rm - SR 1 LSB
LDC Rm GBR 0100mmO0011110 Rm - GBR 1 —
LDC Rm VBR 0100mmm®O0101110 Rm - VBR 1 —
LDC L @ SR 0100nMmmMO0000111 (Rm) —» SR, Rm+4 - Rm 3 LSB
LDC L @Rm+, GBR 0100mmm00010111 (Rm) - GBR, Rm+4 - Rm 3 —
LDC L @m+, VBR 0100mmm00100111 (Rm) - VBR, Rm+4 - Rm 3 —
LS Rm MACH 010000001010 Rm - MACH 1 —
LDS Rm MACL 0100mmO0011010 Rm - MACL 1 —
LES Rm PR 0100mmMm®O0101010 Rm - PR 1 —
LDS. L  @m+, MACH 0100mmm©00000110 (Rm) - MACH, Rm+4 - 1 —
Rm
LDS. L @+, MACL 0100mmmM©O0010110 (Rm) - MACL, Rm+4 - 1 —
Rm
LDS.L  @Rm, PR 0100mmMm©00100110 (Rm) - PR,Rm+4 - Rm 1 —
NCP 0000000000001001  No operation 1 —
RTE 0000000000101011  Delayed branch, stack area 4 —
- PC/SR
SETT 0000000000011000 1 - T 1
SLEEP 0000000000011011  Sleep 3* —
STC SR R 0000nnnNnN00000010 SR - Rn 1 —
STC GBR R 0000nnNN00010010 GBR - Rn 1 —
STC VBR Rn 0000nnnNn00100010 VBR - Rn 1 —
STCL SR @Rn 0100nnnn00000011 Rn-4 - Rn, SR - (Rn) 2 —
STCL BR @Rn 0100nnnn00010011 Rn-4 - Rn, GBR - (Rn) 2 —
STC L VBR @R 0100nnnn00100011 Rn—4 - Rn, VBR - (Rn) 2 —
STS MACH Rn 0000nnnNn00001010 MACH - Rn 1 —
STS MACL, Rn 0000nnNN00011010 MACL - Rn 1 —
STS RR Rn 0000nnnNn00101010 PR - Rn 1 —

Note: The number of execution states before the chip enters the sleep state.
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Table2.17 System Control Instructions (cont)

Execution T bit
Instruction Instruction Code Operation Cycles

STS.L MACH @Rn 0100nnnn00000010 Rn-4 — Rn, MACH - (Rn) 1 —

STS. L MO, @Rn 0100nnnn00010010 Rn—4 - Rn, MACL - (Rn) 1 —
STS.L PR @R 0100nnnNn00100010 Rn—4 - Rn, PR - (Rn) 1 —
TRAPA #imm 1100001%iiiiiiii PC/SR - stack area, 8 —

(immx4+VBR) - PC

Note: Instruction execution cycles: The execution cycles shown in the table are minimums. The
actual number of cycles may be increased:

1. When contention occurs between instruction fetches and data access, or

2. When the destination register of the load instruction (memory - register) and the
register used by the next instruction are the same.
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242

Operation Code Map

Table 2.18 is an operation code map.

Table2.18 Operation Code Map

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011-1111
MSB LSB |MD: 00 MD: 01 MD: 10 MD: 11
0000 |Rn Fx 0000
0000 |Rn Fx 0001
0000 |Rn Fx 0010 |STC SR Rn STIC @GBR R |STC VWVBR R
0000 |Rn Fx 0011
0000 |Rn Rm |01MD|MV. B RV MOV. W RV MOV. L RV
@RO, Rn) @RO, Rn) @RO, Rn)
0000 |0000 | Fx 1000 |QLRT SETT CLRVAC
0000 0000 | Fx 1001 [NCP D vaJ
0000 |0000 | Fx 1010
0000 0000 | Fx 1011 |RTS SLEEP RTE
0000 |Rn Fx 1000
0000 |Rn Fx 1001
0000 |Rn Fx 1010 [STS MACH R |STS MAOL, R |STS PR Rn
0000 |Rn Rm |1011
0000 |Rn Rm |11MD|MOV. B MOV. W MOV. L
@RO, RM), Rn @RO, RM), R @RO, RM), R
0001 |Rn Rm |disp [MOV.L Rm @disp: 4, Rn)
0010 |Rn Rm |OOMD|MWV.B Rm@n |[MOV.WRm@n [MOV.L Rm @n
0010 |Rn Rm |01IMD|MV.B Rm@R [MOV.W Rm @R MDV.L Rm@Rn |DVOS Rm R
0010 |Rn Rm |10MD|TST RmRr |AND RmRn XR R xR Rm Rn
0010 |Rn Rm |11MD|OW/ STR XTRCT RmRn MLU RmRn MLS RmRn
Rm Rn
0011 |Rn Rm | 00MD|OW EQRmM R OW/ HSRm Rn OW/ CERmM R
0011 |Rn Rm |01MD|DV1I RmRn OW H Rm R OW/ GTRm R
0011 |Rn Rm |10MD|SUB RmRn SUBC RMR SBY RMR
0011 |Rn Rm |11IMD|ADD RmRn ADDC RmRh |ADDV RmRn
0100 |Rn Fx 0000 |SHLL R SHAL R
0100 |Rn Fx 0001 |[SHR R OW/ PZR SHAR R
0100 |Rn Fx 0010 |STS.L MACH STS. L MACL, STS.L PR
GRn GRn GRn
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Table2.18 Operation Code Map (cont)

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011-1111
MSB LSB |MD: 00 MD: 01 MD: 10 MD: 11
0100 |Rn Fx |0011 |STC L STC. L STC. L
SR @Rn &R @R VBR @R
0100 |Rn Fx |0100 |ROTL R ROTL R
0100 |Rn Fx |0101 |ROTR Rn QWP PLRn ROTCR R
0100 |Rm Fx |0110 |LDs. L LDS. L LDS. L
@+, MNACH @Rm+, NACL @R+, PR
0100 |Rm Fx |0111 |LDC L LDC L LDC L
0100 |Rn Fx 1000 |SH.L2 R SHL8 R SHL16 R
0100 |Rn Fx |1001 |SHR2 R SHR8 R SHL16 R
0100 |Rm Fx |1010 |LDS RmMACH |LDS RmMACL |LDS Rm PR
0100 |Rm/Rn|Fx |1011 |JSR @ TAS.B @ JMP @m
0100 |Rm Fx |1100
0100 |Rm Fx |1101
0100 |Rn Fx |1110 |LDC RmSr LDC R @R |LDC  RmMmVWBR
0100 |Rn Rm | 1111 |NAC W @m+, @+
0101 |Rn Rm |disp [MOV.L @disp:4, R, R
0110 |Rn Rm |OOMD|MOV.B @R [MO/. W @R |[MV.L @RnR (MDY RmR
0110 |Rn Rm |01IMD|{MV. B @m+, R | MOV. W @Rm+, Rn | MOV. L @Rm+, Rn | NOT R R
0110 |Rn Rm | 10MD|SWAP. B SWAP. W NEQC RmRn NEG RmRa
@, R @, R
0110 |Rn Rm | 11MD|EXTU. BRm Rn EXTU WRm Rn EXTS. BRm Rn EXTS. WRm Rn
0111 [Rn imm ADD #imm 8, R
1000 |OOMD |Rn |disp |MOV.B RO, MOV. W RO,
@disp:4,R1) | @disp:4, R)
1000 {0AMD |Rm |disp |MOV. B MOV. W RO,
@di sp: 4, @di sp: 4,
RY), RO R, RO
1000 {10MD | imm/disp |OW/ EQ BT disp: 8 BF disp: 8
#imMm 8, RO

1000 |11MD | imm/disp

1001 |Rn disp MOV. W @di sp: 8, PO, Rn
1010 disp BRA  disp: 12
1011 disp BSR  disp: 12
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Table2.18 Operation Code Map (cont)

Instruction Code Fx: 0000 Fx: 0001 Fx: 0010 Fx: 0011-1111
MSB LSB |MD: 00 MD: 01 MD: 10 MD: 11
1100 |OOMD| imm/disp |MOV.B RO, @ MV. W RO, @ MOV.L RO, @ |TRAPA #inm 8
(disp:8, BR |(disp:8, &BR |(disp:8, GBR)
1100 [01MD disp M. B MOV. W MOV. L MOVA
@di sp: 8, @di sp: 8, @ di sp: 8, @ di sp: 8,
@&BR, R @&BR, R GBR), RO PO, RO
1100 [10MD imm TST AND XOR R
#imm 8, RO #i mm 8, RO #imm 8, RO #imm 8, RO
1100 |11MD imm TST.B AND. B XOR. B OR B
#i nm 8, #i nm 8, #i mm 8, #i mm 8,
@R0, GBR @RO, GBR) @ RO, GBR) @ RO, GBR)
1101 |Rn disp MOV.L @disp: 8, PO, R
1110 |Rn imm MV #imm 8, R
1111
25 CPU State
251 State Transitions

The CPU has five processing states: reset, exception processing, bus release, program execution
and power-down. The transitions between the states are shown in figure 2.6. For more information
on the reset and exception processing states, see section 4, Exception Processing. For details on
the power-down states, see section 19, Power Down States.

HITACHI 41



From any state when From any state when
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Power-down state

Figure2.6 Transitions Between Processing States

Reset State: In the reset state the CPU is reset. This occurs when the RES pin level goes low.
When the NMI pin is high, the result is a power-on reset; when it is low, amanual reset will

occur.When turning on the power, make sure to carry out a power-on reset.
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On a power-on reset, all CPU internal states and on-chip peripheral module registers are
initialized. In amanual reset, all CPU internal states and on-chip peripheral module registers, with
the exception of the bus state controller (BSC) and pin function controller (PFC), are initialized.
On amanual reset, the BSC is not initialized, so the refresh operation will continue.

Exception Processing State: Exception processing is atransient state that occurs when the CPU’s
processing state flow is altered by exception processing sources such as resets or interrupts.

For areset, theinitia values of the program counter PC (execution start address) and stack pointer
SP are fetched from the exception processing vector table and stored; the CPU then branches to
the execution start address and execution of the program begins.

For an interrupt, the stack pointer (SP) is accessed and the program counter (PC) and status
register (SR) are saved to the stack area. The exception service routine start address is fetched
from the exception processing vector table; the CPU then branches to that address and the program
starts executing, thereby entering the program execution state.

Program Execution State: In the program execution state, the CPU sequentially executes the
program.

Power-Down State: In the power-down state, the CPU operation halts and power consumption
declines. The SLEEP instruction places the CPU in the power-down state. This state has two
modes:. sleep mode and standby mode. Thisis described in more detail in section 2.5.1, Power-
Down State.

Bus Release State: In the bus rel ease state, the CPU rel eases rights to the bus to the device that
has requested them.

25.2 Power-Down State

In addition to the ordinary program execution states, the CPU a so has a power-down state in
which CPU operation halts and power consumption is lowered. There are two power-down state
modes: sleep mode and standby mode.

Sleep Mode: When the standby bit SBY (in the standby control register SBYCR) iscleared to 0
and a SLEEP instruction executed, the CPU moves from program execution state to sleep mode.
In the sleep mode, the CPU halts and the contents of its internal registers and the datain on-chip
RAM are stored. The on-chip peripheral modules other than the CPU do not halt in the sleep
mode.

To return from sleep mode, use areset, any interrupt, or aDMA address error; the CPU returnsto
ordinary program execution state through the exception processing state.
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Softwar e Standby Mode: To enter the standby mode, set the standby bit SBY (in the standby
control register SBY CR) to 1 and execute a SLEEP instruction. In standby mode, al CPU, on-chip
peripheral module and oscillator functions are halted. CPU internal register contents and on-chip
RAM data are held.

To return from standby mode, use areset or an external NMI interrupt. For resets, the CPU returns
to ordinary program execution state through the exception processing state when placed in a reset
state during oscillator stabilization time. For NMI interrupts, the CPU returns to ordinary program
execution state through the exception processing state after the oscillator stabilization time has
elapsed. In this mode, power consumption drops markedly, since the oscillator stops.

Table2.19 Power-Down State

State

On-chip CPU
Peripheral Regi-

Mode Conditions Clock CPU Modules sters RAM I/O Ports Canceling
Sleep Execute SLEEP Run Halt Run Held Held Held 1. Interrupt
mode mstruc_tlon with 2. DMA address
SBY_ bit cleared error
to 0in SBYCR
3. Power-on
reset

4, Manual reset

Stand Execute SLEEP Halt Halt Halt and Held Held Held or 1. NMmI
by instruction with initialize* high-z* Power-on
mode SBY bitsetto 1 (selectable) reset

in SBYCR

3. Manual reset

Note: Differs depending on the peripheral module and pin.
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Section 3 Operating Modes

3.1 Types of Operating Modes and Their Selection

The SH7020 and SH7021 operate in one of four operating modes (modes 0, 1, 2, and 7). Modes 0
and 1 differ in the bus width of memory area 0. The mode is selected by the mode pins (MD2-
MDO) asindicated in table 3.1. Do not change the mode selection while the chip is operating.

Table3.1 Operating Mode Selection

Pin Settings
Operating Mode MD2 MD1 MDO Mode Name Bus Width of Area 0

Mode 0*? 0 0 0 MCU mode 0 8 bits

Mode 1*?2 0 0 1 MCU mode 1 16 bits

Mode 2 0 1 0 MCU mode 2 On-chip ROM
Mode 7* 1 1 1 PROM mode —

Notes : 1.SH7021 PROM version only
2.0nly modes 0 and lare available in the SH7020 ROMless version.

3.2 Operating Mode Descriptions

321 Maode 0 (MCU Mode 0)

In mode O, memory area 0 has an eight-bit bus width. For the memory map, see section 8, Bus
State Controller.

322  Model(MCU Mode1)

In mode 1, memory area 0 has a 16-bit bus width.

323 Mode 2 (MCU Mode 2)

In mode 2, memory area 0 is assigned to the on-chip ROM.

324 Mode 7 (PROM Mode)

Mode 7 isaPROM mode. In this mode, the EPROM can be programmed.For details,see section
16, ROM. Do not set to mode 7 unless the product is the SH7021(PROM version).
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Section 4 Exception Processing

4.1 Overview

411 Exception Processing Typesand Priorities
Asfigure 4.1 indicates, exception processing may be caused by areset, address error, interrupt, or

instruction. Exception sources are prioritized asindicated in figure 4.1. If two or more exceptions
occur simultaneously, they are accepted and processed in the priority order shown.
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Priority

High
« Power-on reset
— Reset A
_[ * Manual reset
Address * CPU address error
error _[ * DMA address error
* NMI
« User break
*IRQ — «IRQO-IRQ7
Interrupt —— « Direct memory access
controller
Exception * 16-bit integrated-timer
source | . : | pulse unit
On-chip module « Serial communications
interface
« Parity control unit
(part of the bus con-
troller)
» Watchdog timer
— < DRAM refresh control
unit (part of the bus
controller)
e Trap instruction ——— ¢ TRAPA instruction
L— Instruction e General illegal —— e« Undefined code
instruction
« lllegal slot —— e« Undefined instruction
instruction or instruction that
rewrites the PC*1 v
placed directly after ~ Low
a delayed branch
instruction*2
Notes: 1. The instructions that rewrite the PC are JMP, JSR, BRA, BSR, RTS, RTE, BT, BF,
and TRAPA.

2. The delayed branch instructions are JMP, JSR. BRA. BSR, RTS, and RTE.

Figure4.1 Exception Source Typesand Priority
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412 Exception Processing Operation
Exception sources are detected at the timesindicated in table 4.1, whereupon processing starts.

Table4.1  Exception Source Detection and Time of the Start of Processing

Exception Type Source Detection and Time of the Start of Processing

Reset Power-on Low-to-high transition at pin RES when NMI is high
Manual Low-to-high transition at pin RES when NMI is low

Address error Detected when instruction is decoded and starts after the

instruction that was executing prior to this point is completed.

Interrupt Detected when instruction is decoded and starts after the
instruction that was executing prior to this point is completed.

Instruction  Trap instruction  Starts when a trap instruction (TRAPA) is executed.

General illegal  Starts when undefined code is decoded at a position other than

instruction directly after a delayed branch instruction (a delay slot).
lllegal slot Starts when undefined code or an instruction that rewrites the PC is
instruction decoded directly after a delayed branch instruction (in a delay slot).

When exception processing begins, the CPU operates as follows:

Resets: Theinitia vaues of the program counter (PC) and stack pointer (SP) are read from the
exception vector table (the respective PC and SP values are H'00000000 and H'00000004 for a
power-on reset and H'00000008 and H'0000000C for a manual reset). For more information on the
exception vector table, see section 4.1.3, Exception Vector Table. Next, the vector base register
(VBR) is cleared to zero and interrupt mask bits (13-10) in the status register (SR) are set to 1111.
Program execution starts from the PC address read from the exception vector table.

AddressErrors, Interruptsand Instructions: SR and PC are pushed onto the stack indicated in
R15. For interrupts, the interrupt priority level iswritten in the interrupt mask bits (13-10). For
address errors and instructions, bits 13-10 are not affected. Next, the start address is fetched from
the exception vector table, and program execution starts from this address.

413 Exception Process Vector Table

Before exception processing can execute, the exception vector table must be set in memory. The
exception processing vector table holds the start addresses of exception service routines (the table
for reset exception processing storesinitial PC and SP values). Different vector numbers and
vector table address offsets are assigned to different exception sources. The vector table addresses
are calculated from the corresponding vector numbers and vector address offsets. In exception
processing, the exception service routine start address is fetched from the exception vector table
indicated by this vector table address.
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Table 4.2 lists vector numbers and vector table address offsets. Table 4.3 shows how to calculate
vector table addresses.

Table4.2 Exception ProcessVector Table
Vector
Exception Source Number Vector table Address Offset
Power-on reset PC 0 H'00000000—-H'00000003
SP 1 H'00000004—-H'00000007
Manual reset PC 2 H'00000008—-H'0000000B
SP 3 H'0000000C—H'0000000F
General illegal instruction 4 H'00000010-H'00000013
(Reserved for system use) 5 H'00000014—-H'00000017
lllegal slot instruction 6 H'00000018-H'0000001B
(Reserved for system use) 7 H'0000001C-H'0000001F
8 H'00000020—H'00000023
CPU address error 9 H'00000024—-H'00000027
DMA address error 10 H'00000028-H'0000002B
Interrupts NMI 11 H'0000002C—-H'0000002F
User 12 H'00000030—-H'00000033
break
(Reserved for system use) 13-31 H'00000034—-H'00000037 to H'0000007C—
H'0000007F
Trap instruction (user 32-63 H'00000080-H'00000083 to H'000000FC—
vectors) H'000000FF
Interrupts IRQO 64 H'00000100-H'00000103
IRQ1 65 H'00000104—H'00000107
IRQ2 66 H'00000108-H'0000010B
IRQ3 67 H'0000010C—-H'0000010F
IRQ4 68 H'00000110-H'00000113
IRQ5 69 H'00000114-H'00000117
IRQ6 70 H'00000118-H'0000011B
IRQ7 71 H'0000011C-H'0000011F
On-chip ~ 72-255  H'00000120-H'00000123 to H'000003FC—
modules* H'000003FF
Note: See table 5.3, Interrupt Exception Processing Vectors and Rankings, in section 5, Interrupt

Controller, for details on vector numbers and vector table address offsets of individual on-
chip peripheral module interrupts.
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Table4.3 Calculation of Exception Vector table Addresses

Exception Source Calculation of Vector table Addresses

Reset (Vector table address) = (vector table address offset) =
(vector number) x 4

Address error, interrupt, instructions  (Vector table address) = VBR + (vector table address offset)
=VBR + (vector number) x 4

Note: VBR: Vector base register. For vector table address offsets and vector numbers, see table
4.2.

4.2 Reset

421 Reset Types

A reset is the highest-priority exception. There are two types of reset: power-on reset and manual
reset. Astable 4.4 shows, a power-on reset initializes the internal state of the CPU and all registers
of the on-chip peripheral modules. A manual reset initializes the internal state of the CPU and all
registers of the on-chip peripheral modules except the bus state controller (BSC), pin function
controller (PFC) and 1/0 ports (1/0).

Table44 Reset Types

Transition Conditions Internal State
Reset NMI RES CPU On-Chip Peripheral Module
Power-on Reset  High Low Initialize  Initialize
Manual Reset Low Low Initialize  Initialize all except BSC, PFC and I/O

4.2.2 Power-On Reset

When the NMI pin is high, alow input at the RES pin drives the chip into the power-on reset state.
TheRES pin should be driven low while the clock pulse generator (CPG) is stopped (or while the
CPG is operating during the oscillation settling time) for at least 20ty to assure that the LSl is
reset. A power-on reset initializes the internal state of the CPU and all registers of the on-chip
peripheral modules. For pin states in the power-on reset state, see appendix B, Pin States.

While the NMI pin remains high, if the RES pinisheld low for a certain time then driven high in
the power-on state, power-on reset exception processing begins. The CPU then:

1. Readsthe start address (initial PC value) from the exception vector table.
2. Readstheinitial stack pointer value (SP) from the exception vector table.
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3. Clearsthe vector base register (VBR) to H'00000000, and sets interrupt mask bits 130 in the
status register (SR) to H'F (1111).

4. Loads the values read from the exception vector table into PC and SP and starts program
execution.

Further, make sure to carry out a power-on reset when turning on the power of the system.

4.2.3 M anual Reset

When the NMI pinis high, alow input at the RES pin drives the chip into the manual reset state.
To be assured of resetting the LSI, drive the RES pin low for at least 20 teye- A manual reset
initializes the internal state of the CPU and all registers of the on-chip peripheral modules except
the bus state controller, pin function controller and 1/0 ports. Since amanual reset does not affect
the bus state controller, the DRAM refresh control function operates even if the manual reset state
continues for along time. When a manual reset is performed during the bus cycle, the manual
reset exception processing waits for the end of the bus cycle before beginning. The manual reset
thus cannot be used to abort the bus cycle. For the pin states during the manual reset state, see
appendix B, Pin States.

While the NMI pin remains low, if the RES pin is held low for a certain time then driven high in
the manual reset state, manual reset exception processing begins. The CPU carries out the same
operations as for a power-on reset.

4.3 AddressErrors

43.1 AddressError Sources

Address errors occur during instruction fetches and data reading/writing as shown in table 4.5.
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Table45 AddressError Sources

Bus Cycle
Type Bus Master Operation Address Error
Instruction fetch CPU Instruction fetch from even address None (normal)
Instruction fetch from odd address Address error
Instruction fetch from outside on-chip None (normal)

peripheral module space

Instruction fetch from on-chip peripheral Address error
module space

Data read/write  CPU or DMAC  Access to word data from even address None (normal)

Access to word data from odd address Address error

Access to long word data aligned on long  None (hormal)
word boundary

Access to long word data not aligned on Address error
long word boundary

Access to word or byte data in on-chip None (normal)
peripheral module space*

Access to long word data in 16-bit on-chip  None (normal)
peripheral module space*

Access to long word data in 8-bit on-chip  Address error
peripheral module space*

Note: See section 8, Bus State Controller, for details on the on-chip peripheral module space.

432 AddressError Exception Processing

When an address error occurs, address error exception processing starts after both the bus cycle
that caused the address error and the instructions that were being executed at that time have been
completed. The CPU then:;

1. Pushesthe SR onto the stack.

2. Pushes the program counter onto the stack. The PC value saved is the top address of the
instruction following the last instruction to be executed.

3. Fetches the exception service routine start address from the exception vector table for the
address error that occurred and starts program execution from that address. The branch that
occurs hereis not a delayed branch.
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4.4 Interrupts

441 Interrupt Sources

Table 4.6 lists the types of interrupt exception processing sources (NMI, user break, |RQ, on-chip
peripheral module).

Table4.6 Interrupt Sources

Interrupt Requesting Pin or Module Number of Sources
NMI NMI pin (external input) 1
User break User break controller 1
IRQ TRQO-IRQ7 pin (external input) 8
On-chip Direct Memory Access Controller 4
16-bit integrated-timer pulse unit 15

Serial communications interface

Watchdog timer

Bus state controller

Each interrupt source has a different vector number and vector address offset value. See table 5.3,
Interrupt Exception Vectors and Rankings, in section 5, Interrupt Controller, for details on vector
numbers and vector table address offsets.

442 Interrupt Priority Rankings

Interrupt sources are assigned priorities. When multiple interrupts occur at the same time, the
interrupt controller (INTC) ascertains their priorities and starts exception processing based on its
findings. Priorities from 16-0 can be assigned, with O the lowest level and 16 the highest. The
NMI has priority level 16 and cannot be masked. NM1 is aways accepted. The user break priority
level is 15. The IRQ and on-chip peripheral module interrupt priority levels can be set in interrupt
priority level registers A—E (IPRA-IPRE) as shown in table 4.7. Priority levels 0-15 can be set.
See section 5.3.1, Interrupt Priority Level Registers A—E (IPRA-IPRE), for detalls.

Table4.7 Interrupt Priority Rankings

Type Priority = Comments

NMI 16 Fixed and unmaskable

User break 15 Fixed

IRQ and on-chip peripheral modules 0-15 Set in interrupt priority level registers A—E
(IPRA-IPRE)
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443 Interrupt Exception Processing

When an interrupt is generated, the INTC ascertains the interrupt rankings. NMI is always
accepted, but other interrupts are only accepted if their ranking is higher than the ranking set in the
interrupt mask bits (13-10) of the SR.

When an interrupt is accepted, interrupt exception processing begins. In the interrupt exception
processing sequence, the SR and PC are pushed onto the stack, and the priority level of the
accepted interrupt is copied to the interrupt mask level bits (13-10) in the SR. In NMI exception
processing, the priority ranking is 16 but the value 15 (H'F) is stored in 13-10. The exception
service routine start address for the accepted interrupt is fetched from the exception vector table
and the program branches to that address and starts executing. For further information on
interrupts, see section 5.4, Interrupt Operation.

45 I nstruction Exceptions
451 Types of Instruction Exceptions

Table 4.8 shows the three types of instruction that start exception processing (trap instructions,
illegal dlot instructions, and general illegal instructions).

Table4.8 Typesof Instruction Exceptions

Type Source Instruction Comments

Trap instruction TRAPA —

lllegal slot Undefined code or instruction Delayed branch instructions are: JMP, JSR,

instruction that rewrites the PC located BRA, BSR, RTS, RTE. Instructions that
immediately after a delayed rewrite the PC are: JMP, JSR, BRA, BSR,

branch instruction (delay slot) RTS, RTE, BT, BF and TRAPA

General illegal  Undefined code in other than —
instructions delayed slot

452 Trap Instruction

Trap instruction exception processing is carried out when atrap instruction (TRAPA) is executed.
The CPU then:

1. Savesthe statusregister by pushing register contents onto the stack.

2. Pushes the program counter value onto the stack. The PC value saved is the top address of the
next instruction after the TRAPA instruction.

3. Reads an exception processing service routine start address from the vector table
corresponding to a vector number specified in the TRAPA instruction, branches to that
address, and starts program execution. The branch is not a delayed branch.
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453 Illegal Slot Instruction

An instruction located immediately after adelayed branch instruction is called an “instruction
placed in adelay dot.” If an undefined instruction islocated in adelay dlat, illegal dot instruction
exception processing begins executing when the undefined code is decoded. Illegal slot instruction
exception processing also begins when the instruction located in the delay slot is an instruction
that rewrites the program counter. In this case, exception processing begins when the instruction
that rewrites the PC is decoded. The CPU performsillegal slot exception processing as follows:

1. Savesthe statusregister onto the stack.

2. Pushes the program counter value onto the stack. The PC value saved is the branch destination
address of the delayed branch instruction immediately before the instruction that contains the
undefined code or rewrites the PC.

3. Fetches an exception processing service routine start address from the vector table

corresponding to the exception that occurred, branches to that address and the program starts
executing. The branch is not adelayed branch.

454 General Illegal Instructions

If an undefined instruction located other than adelay slot (immediately after a delayed branch
instruction) is decoded, general illegal instruction exception processing is executed. The CPU
follows the same procedure as for illegal slot exception processing, except that the program
counter (PC) value pushed on the stack in general illegal instruction exception processing isthe
top address of theillegal instruction with the undefined code.
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4.6 Casesin Which Exceptions Are Not Accepted

In some cases, address errors and interrupts that directly follow a delayed branch instruction or
interrupt-disabled instruction are not accepted immediately. Table 4.9 lists these cases. When this
occurs, the exception is accepted when an instruction that can accept the exception is decoded.

Table4.9 Casesin Which Exceptions Are Not Accepted

Exception Source

Case Address Error Interrupt
Immediately after delayed branch instruction*! X X
Immediately after interrupt-disabled instruction*2 (0] X

X: Not accepted
O: Accepted
Notes: 1. Delayed branch instructions: JMP, JSR, BRA, BSR, RTS, RTE
2. Interrupt-disabled instructions: LDC, LDC.L, STC, STC.L, LDS, LDS.L, STS, STS.L

46.1 Immediately after Delayed Branch Instructions

Address errors and interrupts are not accepted when an instruction in adelay slot immediately
following a delayed branch instruction is decoded. The delayed branch instruction and the
instruction in the delay ot are therefore always executed one after the other. Exception
processing is never inserted between them.

46.2 Immediately after Interrupt-Disabling I nstructions

Interrupts are not accepted when the instruction immediately following an interrupt-disabled
instruction is decoded. Address errors are accepted, however.
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4.7

Stack Status after Exception Processing

Table 4.10 shows the stack after exception processing.

Table4.10 Stack after Exception Processing

Type Stack Status Type Stack Status
Address T T Interrupt T .
error Address of Address of
SP+| instruction  Upper 16 bits SP | instruction  Upper 16 bits
after instruc- after instruc-
tion that has tion that
finished has finished
executing _g)ie_cyt_irlg _____________
Lower 16 bits Lower 16 bits
SR Upper 16 bits SR Upper 16 bits
Lower 16 bits Lower 16 bits
Trap T T lllegal T 7
instruc- Address of slot Branch
; SP+| instruction  Upper 16 bits i . SP» destination  Upper 16 bits
tion after TRAPA 'T‘S””C address of
instruction tion delayed
------------------ ~ branch
Lower 16 bits instuction
SR Upper 16 bits Lower 16 bits
Lower 16 bits SR Upper 16 bits
-~ -~ Lower 16 bits
General T T
illegal sp | Start add- _
instruc- > ress of Upper 16 bits
tion |Ilegal
instruction_ |
Lower 16 bits
SR Upper 16 bits
Lower 16 bits
Note: Stack status is based on a bus width of 16 bits.
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4.8 Notes

481 Value of the Stack Pointer (SP)

An address error occurs if the stack is accessed for exception processing when the value of the
stack pointer (SP) is not a multiple of four. Therefore, amultiple of four should always be stored
in SP.

482 Value of the Vector Base Register (VBR)

An address error occurs if the vector table is accessed for exception processing when the value of
the vector base register (VBR) is not amultiple of four. Therefore, VBR should always be set to a
multiple of four.

483 AddressErrorsthat Are Caused by Stacking During Address Error Exception
Processing

When the stack pointer is not amultiple of four, address errors will occur in the exception
processing (interrupt, etc.) stacking. After the exception processing ends, the CPU will then shift
to address error exception processing. An address error will also occur during the address error
exception processing stacking, but the CPU is set up to ignore the address error so that it can avoid
an infinite series of address errors. Thisallows it to shift program control to the address error
exception service routine and process the error.

When an address error does occur in exception processing stacking, the stacking bus cycle (write)
is executed. In SR and PC stacking, four is subtracted from each of the SPs so the SP values are
not multiples of four after stacking either. Since the address value output during stacking is the SP
value, the address that produced the error is exactly what is output. In such cases, the stacked write
datawill be undefined.
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Section 5 Interrupt Controller (INTC)

51 Overview

Theinterrupt controller (INTC) determines the priority of interrupt sources and controls interrupt
requests to the CPU. INTC has registers for assigning priority levelsto interrupt sources. These
registers handle interrupt requests according to user-established priorities.

511 Features
The interrupt controller has the following features:

» 16 settable priority levels: Five interrupt priority registers can set 16 levels of interrupt
priorities for IRQ and on-chip periphera interrupt sources.

e ThelINTC hasan NMI input level T bit that indicates NMI pin status. By reading this bit with
the interrupt exception service routine, the pin status can be checked for use in anoise
canceller function.

e Theinterrupt controller can notify external devices (viathe IRQOUT pin) that an onchip
interrupt has been occured. In this way an external device can, for example, be informed if an
on-chip interrupt occurs while the chip is operating in a bus-released mode and the bus has
been requested.

51.2 Block Diagram

Figure 5.1 isablock diagram of the interrupt controller.

HITACHI 61



IRQOUT <

RQ2 ——» Input

| control

Priority
decision

F Y YVYVYY

logic

vy

A
1(Interrupt request)

i(lnterrupt request)

!(Interrupt request)

| (Interrupt request)

| (Interrupt request)

| (Interrupt request)

F Y YVYVYY

|(Interrupt request)

A 4

v

Com-

v

Interrupt request

ICR

e

IPRA-IPRE

< Module bus

UBC: User break controller

DMAC: Direct memory access controller
ITU: 16-bit integrated-timer pulse unit
SCI: Serial communications interface
PRT: Parity control unit of BSC

Bus
interface

WDT: Watchdog timer

SR: Status register

SR
o o]

CPU

Internal bus

REF: DRAM refresh control unit of BSC
ICR: Interrupt control register
IPRA-IPRE: Interrupt priority registers A—E

62 HITACHI

Figure5.1 Block Diagram of the Interrupt Controller




513 Pin Configuration

INTC pins are summarized in table 5.1.

Table5.1 INTC Pin Configuration

Name Abbr. /0 Function

Nonmaskable interrupt input NMI Inputs a non-maskable interrupt request
pin signal

Interrupt request input pins IRQO-IRQ7 Inputs maskable interrupt request signals
Interrupt request output pin IRQOUT Outputs a signal indicating an interrupt

source has occurred.

514 Registers

Theinterrupt controller has six registers aslisted in table 5.2. These registers are used for setting
interrupt priority levels and controlling the detection of external interrupt input signals.

Table5.2 Interrupt Controller Register Configuration

Name Abbr. R/W Address*2 Initial Value Bus width
Interrupt priority register A IPRA R/W  H'5FFFF84 H'0000 8, 16, 32
Interrupt priority register B IPRB R/W  H'5FFFF86 H'0000 8, 16, 32
Interrupt priority register C IPRC R/W H'5FFFF88 H'0000 8,16, 32
Interrupt priority register D IPRD R/W  H5FFFF8A  H'0000 8, 16, 32
Interrupt priority register E IPRE R/W H5FFFF8C  H'0000 8, 16, 32
Interrupt control register ICR R/W  HS5FFFFSE  *1 8,16, 32

Note: 1. H'8000 when pin NMI is high, H'0000 when pin NMI is low.

2. Only the values of bits A27—-A24 and A8-A0 are valid; bits A23—-A9 are ignored. For
details on the register addresses, see section 8.3.5, Description of Areas.

5.2 Interrupt Sources

There are four types of interrupt sources: NMI, user break, IRQ, and on-chip peripheral module

interrupts.

Interrupt rankings are expressed as priority levels (0-16), with O the lowest and 16 the highest. An

interrupt set to level 0 is masked.
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521 NMI Interrupts

NMI is the highest-priority interrupt (level 16) and is always accepted. Input at the NMI pinis
edge-sensed. Either therising or falling edge can be selected by setting the NMI edge select bit
(NMIE) in theinterrupt control register (ICR). NMI interrupt exception processing sets the
interrupt mask level bits (13-10) in the status register (SR) to level 15.

522 User Break Interrupt

A user break interrupt occurs when a break condition is satisfied in the user break controller
(UBC). A user break interrupt has priority level 15. User break interrupt exception processing sets
the interrupt mask level bits (13-10) in the status register (SR) to level 15. For further details about
the user break interrupt, see section 6, User Break Controller.

523 IRQ Interrupts

IRQ interrupts are requested by input from pins IRQ0-IRQ7. IRQ sense select bits 0-7 (IRQ0S-
IRQ7S) in the interrupt control register (ICR) can select low-level sensing or falling-edge sensing
for each pin independently. Interrupt priority registers A and B (IPRA and IPRB) can select
priority levels from 0-15 for each pin. IRQ interrupt exception processing sets the interrupt mask
level bits (13-10) in the status register (SR) to the priority level value of the IRQ interrupt that was
accepted.

524 On-Chip Interrupts
On-chip interrupts are interrupts generated by the following 5 on-chip peripheral modules:

« Direct memory access controller (DMAC)
e 16-bit integrated-timer pulse unit (ITU)

» Serial communicationsinterface (SCI)

e Busstate controller (BSC)

» Watchdog timer (WDT)

A different interrupt vector is assigned to each interrupt source, so the exception service routine
does not have to decide which interrupt has occurred. Priority levels 0—15 can be assigned to
individual on-chip peripheral module in interrupt priority registers C-E (IPRC-IPRE). On-chip
interrupt exception processing sets the interrupt mask level bits (13- 0) in the status register (SR)
to the priority level value of the on-chip interrupt that was accepted.
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525 Interrupt Exception Vectorsand Priority Rankings

Table 5.3 lists the vector numbers, vector table address offsets, and interrupt priority order of the
interrupt sources.

Each interrupt source is allocated a different vector number and vector table address offset. The
vector table address is calculated from this vector number and address offset. In interrupt
exception processing, the exception service routine start address is fetched from the vector table
indicated by this vector table address. Seetable 4.3, Calculation of Exception Vector table
Addresses, in section 4, Exception Processing, for details on this calculation.

Arbitrary interrupt priority levels between 0 and 15 can be assigned to IRQ and on-chip peripheral
module interrupt sources by setting interrupt priority registers A—E (IPRA—IPRE) for each pin or
module. The interrupt sources for IPRC- PRE, however, must be ranked in the order listed under
Priority Within Module in table 5.3 and cannot be changed. A reset assigns priority level 0to IRQ
and on-chip peripheral module interrupts. If the same priority level is assigned to two or more
interrupt sources, and interrupts from those sources occur simultaneously, their priority order is
the default priority order indicated at theright in table 5.3.
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Table5.3 Interrupt Exception Vectorsand Rankings

Interrupt Pri- Priority Vec- Default
ority Order IPR (bit Within tor Address Offsetin Priority
Interrupt Source (initial value) numbers) Module No. Vector table Order
NMI 16 — — 11 H'0000002C-H'0000002F High
User break 15 — — 12 H'00000030-H'00000033
IRQO 0-15 (0) IPRA (15-12) — 64 H'00000100-H'00000103
IRQ1 0-15 (0) IPRA (11-8) — 65 H'00000104-H'00000107
IRQ2 0-15 (0) IPRA (7-4) — 66 H'00000108-H'0000010B
IRQ3 0-15 (0) IPRA (3-0) — 67 H'0000010C—H'0000010F
IRQ4 0-15 (0) IPRB (15-12) — 68 H'00000110-H'00000113
IRQ5 0-15 (0) IPRB (11-8) — 69 H'00000114-H'00000117
IRQ6 0-15 (0) IPRB (7-4) — 70  H'00000118-H'0000011B
IRQ7 0-15 (0) IPRB (3-0) — 71 H0000011C-H'0000011F
DMACO DEIO 0-15 (0) IPRC (15-12) 3 72 H'00000120-H'00000123
Reserved 2 73 H'00000124-H'00000127
DMAC1 DEI1 1 74 H'00000128-H'0000012B
Reserved 0 75 H'0000012C-H'0000012F
DMAC2 DEI2 0-15 (0) IPRC (11-8) 3 76  H'00000130-H'00000133
Reserved 2 77  H00000134-H'00000137
DMAC3 DEI3 1 78 H'00000138-H'0000013B
Reserved 0 79 H'0000013C-H'0000013F
ITUO IMIAO  0-15(0) IPRC (7-4) 3 80 H'00000140-H'00000143
IMIBO 2 81 H'00000144-H'00000147
OoVvI0 1 82 H'00000148-H'0000014B
Reserved 0 83 H'0000014C-H'0000014F
ITUL IMIAL 0-15 (0) IPRC (3-0) 3 84 H'00000150-H'00000153
IMIB1 2 85 H'00000154-H'00000157
ovii 1 86 H'00000158-H'0000015B
Reserved 0 87 H'0000015C-H'0000015F
ITU2 IMIA2  0-15(0) IPRD (15-12) 3 88 H'00000160-H'00000163
IMIB2 2 89 H'00000164-H'00000167
oVvi2 1 90 H'00000168-H'0000016B
Reserved 0 91 H'0000016C-H'0000016F
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Table5.3

Interrupt Exception Vectorsand Rankings (cont)

Interrupt Pri- Priority Vec- Default
ority Order IPR (bit Within tor Address Offset in Priority
Interrupt Source (initial value) numbers) Module No. Vector table Order
ITU3  IMIA3  0-15(0) IPRD (11-8) 3 92 H'00000170-H'00000173
IMIB3 2 93 H'00000174-H'00000177 _
oVI3 1 94  H'00000178-H'0000017B
Reserved 0 95 H'0000017C-H'0000017F
ITU4 IMIA4 0-15 (0) IPRD (7-4) 3 96 H'00000180-H'00000183
IMIB4 2 97 H'00000184-H'00000187
ovi4 1 98 H'00000188-H'0000018B
Reserved 0 99 H'0000018C-H'0000018F
SCI0O  ERIO 0-15 (0) IPRD (3-0) 3 100 H'00000190-H'00000193
RxI0 2 101 H'00000194-H'00000197
TxIO 1 102 H'00000198-H'0000019B
TEIO 0 103 H'0000019C-H'0000019F
SCI1  ERI1 0-15 (0) IPRE (15-12) 3 104 H'000001A0-H'000001A3
RxI1 2 105 H'000001A4—-H'000001A7
TxI1 1 106 H'000001A8-H'000001AB
TEI1 0 107 H'000001AC—H'000001AF
PRT*l  PEI 0-15 (0) IPRE (11-8) 3 108 H'000001B0-H'000001B3
Reserved 2 109 H'000001B4-H'000001B7
Reserved 1 110 H'000001B8-H'000001BB
Reserved 0 111 H'000001BC-H'000001BF
WDT [Tl 0-15 (0) IPRE (7-4) 3 112 H'000001C0-H'000001C3
REF*2  CMI 2 113 H'000001C4-H'000001C7
Reserved 1 114 H'000001C8-H'000001CB
Reserved 0 115 H'000001CC-H'000001CF
Reserved — — — 116 H'000001D0-H'000001D3
to to
255 H'000003FC-H'000003FF Low

Notes: 1. PRT: Parity control unit of bus state controller.
2. REF: DRAM refresh control unit of bus state controller.
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5.3

531

Register Descriptions

Interrupt Priority Registers A—E (IPRA- PRE)

Thefive registers from IPRA—I PRE are 16-bit read/write registers that assign priority levels from
0-15 to the IRQ and on-chip peripheral module interrupt sources. Interrupt request sources are
mapped onto IPRA— PRE as shown in table 5.4.

Bit: 15 14 13 12 11 10 9 8
Bit name: ’ ‘ ‘ ‘
Initial value: 0 0 0 0 0 0 0 0
R/W: R/W R/W R/W R/W R/W R/W R/W R/W
Bit: 7 6 5 4 3 2 1 0
Bit name: ’ ‘ ‘ ‘
Initial value: 0 0 0 0 0 0 0 0
R/W: R/W R/W R/W R/W R/W R/W R/W R/W
Table5.4 Interrupt Request Sourcesand |PRA- PRE
Register Bits 15-12 Bits 11-8 Bits 7-4 Bits 3-0
IPRA IRQO IRQ1 IRQ2 IRQ3
IPRB IRQ4 IRQ5 IRQ6 IRQ7
IPRC DMACO, DMAC1 DMAC2, DMAC3 ITUO ITU1
IPRD ITU2 ITU3 ITU4 SCIO
IPRE sci1 PRT*1 WDT, REF*? (Reserved)*3
Notes: 1. PRT: Parity control unit of bus state controller. See section 8, Bus State Controller, for

details.

2. REF: DRAM refresh control unit of bus controller. See section 8, Bus State Controller,
for details.

3. When read, always 0. Always write 0 in reserved bits.

Asindicated in table 5.4, four IRQ pins or four groups of on-chip peripheral modules are assigned
to each interrupt priority register. The priority levels for the four pins or groups can be set by
setting the corresponding 4-bit groups of bits 15-12, bits 11-8, bits 7—4, and bits 3-0 (of IPRA—
IPRE) with valuesin the range of H'0 (0000) to H'F (1111). Setting H'0 givesinterrupt priority
level O (the lowest). Setting H'F gives level 15 (the highest). When two on-chip periphera
modules are assigned to the same bits (DMACO0 and DMAC1, or DMAC2 and DMACS3, or the
watchdog timer and DRAM refresh control unit), those two modules have the same priority. A
reset initializes IPRA— PRE to H'0000. They are not initialized by the standby mode.
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532 Interrupt Control Register (ICR)

ICR isa16-hit register that sets the input detection mode of the external interrupt input pins NMI
and IRQO-IRQ7 and indicates the input signal level to the NMI pin. A reset initializes ICR but the
standby mode does not.

Bitt 15 14 13 12 11 10 9 8

Bitname:‘ NMIL \ — ‘ — ] — — ‘ — \ — ‘ NMIE ]
Initial value: * 0 0 0 0 0 0 0
RW: R — — — — — — RIW
Bitt 7 6 5 4 3 2 1 0

Bit name: | IRQOS | IRQLS | IRQ2S | IRQ3S | IRQ4S | IRQSS | IRQ6S | IRQ7S |
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W
Note: When NMI input is high: 1; when NMI input is low: O

e Bit 15 (NMI input level (NMIL)): NMIL setsthe level of the signal input at the NMI pin.
NMIL cannot be modified. The NMI input level can be read to determine the NMI pin level.

Bit 15: NMIL Description
0 NMI input level is low
1 NMI input level is high

* Bits14-9 (reserved): These bits always read as 0. The write value should always be O.

* Bit 8 (NMI edge select (NMIE)): NMIE selects whether the falling or rising edge of the
interrupt request signal to the NMI pinis sensed.

Bit 8: NMIE Description
0 Interrupt is requested on falling edge of NMI input (initial value)
1 Interrupt is requested on rising edge of NMI input

Bits 7-0 (IRQO-IRQ7 sense select (IRQOS-IRQ7S)): IRQO-IRQ7 select whether the falling edge or
low level of the TIRQ inputs is sensed at the pins IRQO-IRQ7.

Bits 7-0: IRQOS—-IRQ7S  Description

0 Interrupt is requested when IRQ input is low (initial value)

1 Interrupt is requested on falling edge of IRQ input
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54 Interrupt Operation

54.1 Interrupt Sequence

The sequence of interrupt operations will be explained below. Figure 5.2 is a flowchart of the
operations up to acceptance of the interrupt.

1
2.

Theinterrupt request sources send interrupt request signals to the interrupt controller.

Theinterrupt controller selects the highest-priority interrupt in the interrupt requests sent,
following the priority order indicated in table 5.3 and the levels set in interrupt priority
registers A—E (IPRA-IPRE). Lower priority interrupts are ignored*. If two interrupts with the
same priority level are requested simultaneously or if there are multiple interrupts occurring
within asingle module, the interrupt with the highest default priority or priority within module
asindicated in table 5.3 is selected.

Theinterrupt controller compares the priority level of the selected interrupt request with the
interrupt mask level bits (13-0) in the CPU’s status register (SR). If the request priority level
is equal to or less than the interrupt mask level, the request is ignored. If the request priority
level is higher than the interrupt mask level, the interrupt controller accepts the request and
sends an interrupt request signal to the CPU.

When the interrupt controller accepts an interrupt request, it drives the pin IRQOUT low.

The CPU detects the interrupt request sent from the interrupt controller when it decodes the
next instruction to be executed. Instead of executing that instruction, the CPU starts interrupt
exception processing.

In interrupt exception processing, first SR and PC are pushed onto the stack.

The priority level of the accepted interrupt is copied to the interrupt mask level bits (13-10) in
the status register (SR).

When the accepted interrupt is level-sensed or from an on-chip peripheral module, The pin
IRQOUT returnsto the high level. If the accepted interrupt is edge-sensed, the pin IRQOUT
returns to the high level when the instruction to be executed by the CPU in (5) is replaced by
the interrupt exception processing. If the interrupt controller has accepted another interrupt (of
alevel higher than the current interrupt), however, the pin IRQOUT remains low.

The CPU accesses the exception vector table at the entry for the vector number of the accepted
interrupt, reads the start address of the exception service routine, branches to that address, and
starts executing the program there. This branch is not delayed.

Note: A request for an external interrupt (IRQ) designated as edge-detected is held pending once

only. An external interrupt designated as level-detected is held pending as long as the
interrupt request continues, but if the request is cleared before the CPU next accepts an
interrupt, the interrupt request is regarded as not having been made.

Interrupt requests from on-chip supporting modules are level requests. When the status
flag in aparticular module is set, an interrupt is requested. For details, see the descriptions
of theindividual modules. Note that the interrupt request will be continued unless an
operation described in "Clearing Conditions" is performed.
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Notes : *1. IRQOUT is the same signal as the interrupt request signal to the CPU (Figure 5.1).
The pin IRQOUT return to the high level when the interrupt controller has accepted
the interrupt of a level higher than the I3 to |0 bits of the status register in the CPU.

*2. If the accepted interrupt is edge-sensed, the pin IRQOUT returns to the high level
when the instruction to be executed by the CPU is replaced by the interrupt
exception processing (before the status register is saved to the stack ).

If the interrupt controller has accepted another interrupt of a level higher than the
current interrupt. and has requested the interrupt to the CPU, however, the pin
IRQOUT remains low.

Figure5.2 Flowchart of Interrupt Operation
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54.2 Stack after Interrupt Exception Processing

Figure 5.3 shows the stack after interrupt exception processing.

Address

4n-8

4n—-6

Upper 16 bits

Lower 16 bits

4n-4

4n-2

Upper 16 bits

Lower 16 bits

4n

—

Notes: 1. Bus width is 16 bits.

2. PC stores the top address of the next instruction (return instruction) after the

executed instruction.

3. The value of SP must always be a multiple of four.

< sp*

Figure5.3 Stack after Interrupt Exception Processing
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55 Interrupt Response Time

Table 5.5 indicates the interrupt response time, which is the time from the occurrence of an
interrupt request until the interrupt exception processing starts and fetching of the first instruction
of the interrupt service routine begins. Figure 5.4 shows the pipeline when an IRQ interrupt is

accepted.

Table5.5 Interrupt Response Time

Number of States

NMI or On-Chip
Iltem Interrupt IRQ Notes
Interrupt priority decision 2 3

and comparison with SR
mask bit

Wait for completion of X (=0)
sequence currently being
executed by CPU

The longest sequence is the
interrupt or address error
exception processing
sequence: X =4 + ml + m2
+ m3 + m4. If an interrupt-
masking instruction follows,
however, the time may be

longer.
Time from interrupt 5+ml+m2+m3
exception processing
(saving PC and SR and
fetching vector address)
until fetching of first
instruction of interrupt
service routine starts
Interrupt Total 7+ml+m2+m3 8+ml+m2+m3
response Minimum 10 11 0.50-0.55 s at 20 MHz
Maximum 11+2ml1+m2+ 12+2(ml+m2+ (ml1l=m2=m3=m4)0.90-
m3) + m4 m3) + m4 0.95 ps at 20 MHz

Notes: m1-m4 are the number of states needed for the following memory accesses:

ml: SR save cycle (long word write)
m2: PC save cycle (long word write)

m3: Vector address read cycle (long word read)
m4: Fetch top instruction of interrupt service routine
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F (Instruction fetch) Instruction fetched from memory where program is stored.

D (Instruction decoding) The fetched instruction is decoded.

E (Instruction execution) Data operations and address calculations are performed
according to the decoded results.

M (Memory access) Data in memory is accessed.

Note: For the interrupt acceptance timing, see table 4.1, Exception Source Detection and
Exception Handling Start Timing, in section 4.1.2, Exception Handling Operation.

Figure5.4 Exampleof Pipeliningin IRQ Interrupt Acceptance

5.6 Usage Notes

When the following operations are performed in the order shown when a pin to which IRQ input is
assigned is designated as a general input pin by the pin function controller (PFC) and inputs a low-
level signal, the IRQ falling edge is detected, and an interrupt request is detected, immediately
after the setting in (b) is performed:

< Aninterrupt control register (ICR) setting is made so that an interrupt is detected at the falling
edgeof IRQ.  ...... @

« Thefunction of pinsto which IRQ input is assigned is switched from general input to IRQ
input by a pin function controller (PFC) setting. ... (b)

Therefore, when switching the pin function from general input pin to IRQ input, the pin function
controller (PFC) setting should be changed to IRQ input while the pin to which IRQ input is
assigned is high.
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Section 6 User Break Controller (UBC)

6.1 Overview

The user break controller (UBC) simplifies the debugging of user programs. Break conditions are
set in the UBC and a user break interrupt request is sent to the CPU in response to the contents of
a CPU or DMAC bus cycle. This function can implement an effective self-monitoring debugger,
enabling a program to be debugged by itself without using alarge in-circuit emulator.

6.1.1 Features

« Thefollowing break conditions can be set:
0 Address
0 CPU cycleor DMA cycle
O Instruction fetch or data access
O Read or write
0 Operand size (long word access, word access, or byte access)

«  When break conditions are met, a user break interrupt is generated. A user-created user break
interrupt exception routine can then be executed.

* When abreak is set to a CPU instruction fetch, the break occurs just before the fetched
instruction.

6.1.2 Block Diagram

Figure 6.1 is the block diagram of the user break controller.
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Module bus
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BARH, BARL: Break address registers H and L
BAMRH, BAMRL: Break address mask registers H and L

BBR: Break bus cycle register

A 4

Interrupt request

Interrupt controller

Figure6.1 Block Diagram of the User Break Controller

6.1.3 Register Configuration

The user break controller hasfive registers as listed in table 6.1. These registers are used for

setting break conditions.
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Table6.1 User Break Controller Registers

Name Abbr. R/W Address* {letlhaé Bus width
Break address register high BARH R/W H'5FFFF90 H'0000 8, 16, 32
Break address register low BARL R/W H'5FFFF92 H'0000 8, 16, 32
Break address mask register high BAMRH R/W H'5FFFF94 H'0000 8, 16, 32
Break address mask register low BAMRL R/W H'5FFFF96 H'0000 8, 16, 32
Break bus cycle register BBR R/W H'5FFFF98 H'0000 8, 16, 32

Note: Only the values of bits A27—-A24 and A8-AOQ are valid; bits A23-A9 are ignored. For details
on the register addresses, see section 8.3.5, Description of Areas.

6.2 Register Descriptions

6.2.1 Break Address Registers (BAR)

There are two break address registers—break address register H (BARH) and break address
register L (BARL)—that together form a single group. Both are 16-bit read/write registers. BARH
stores the upper bits (bits 31-16) of the address of the break condition. BARL stores the lower bits
(bits 15-0) of the address of the break condition. A reset initializes both BARH and BARL to
H'0000. Neither isinitialized in standby mode.

BARH: Break address register H.

Bitt 15 14 13 12 11 10 9 8
Bitname:‘ BA31 \ BA30 ‘ BA29 ] BA28 \ BA27 \ BA26 \ BA25 ‘ BA24 ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bitt 7 6 5 4 3 2 1 0
Bit name:‘ BA23 \ BA22 ‘ BA21 ] BA20 \ BA19 ‘ BA18 \ BAL7 ‘ BA16 ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

* BARH Bits 15-0 (break address 31-16 (BA31-BA16)): BA31-BA16 store the upper bit
values (bits 31-16) of the address of the break condition.
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BARL: Break address register L.

Bit. 15 14 13 12 11 10 9 8
Bitname: BAL5 | BAl4 | BA13 | BAI2 | BALL | BAI0 = BA9 | BAS |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW
Bit. 7 6 5 4 3 2 1 0
Bitname: | BA7 | BA6 | BA5 | BA4 | BA3 | BA2 | BAlL | BAO |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW

« BARL Bits 15-0 (break address 15-0 (BA15-BA0)): BA15-BAO store the lower bit values
(bits 15-0) of the address of the break condition.

6.2.2 Break AddressMask Register (BAMR)

The two break address mask registers—break address mask register H (BAMRH) and break
address mask register L (BARML)—together form a single group. Both are 16-bit read/write
registers. BAMRH determines which of the bitsin the break address set in BARH are masked.
BAMRL determines which of the bitsin the break address set in BARL are masked. A reset
initializesBAMRH and BARML to H'0000. They are not initialized in the standby mode.

BAMRH: Break address mask register H.

Bit. 15 14 13 12 11 10 9 8
Bit name: | BAM31 | BAM30 | BAM29 | BAM28 | BAM27 | BAM26 | BAM25 | BAM24 |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW
Bit. 7 6 5 4 3 2 1 0
Bit name: | BAM23 | BAM22 | BAM21 | BAM20 | BAM19 | BAM18 | BAM17 | BAMIS6 |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW

* BAMRH bits 15-0 (break address mask 31-16 (BAM31-BAM16)): BAM31-BAM16 specify
whether bits BA31-BA16 of the break address set in BARH are masked or not.
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BAMRL: Break address mask register L.

Bit: 15 14 13 12 11 10 9 8
BHname:‘BAMlS‘BAM14‘BAMlB’BAMlZ‘BAMll‘BAMlO‘ BAMQ‘ BAMS
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bitt 7 6 5 4 3 2 1 0
Bnnameﬂ BAM7‘ BAMG‘ BAMS’ BAM4‘ BAM3‘ BAMZ‘ BAMl‘ BAMO
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

e« BAMRL bits 150 (break address mask 15-0 (BAM15-BAMO0)): BAM15-BAMO specify
whether bits BA15-BAO of the break address set in BARH are masked or not.

Bits 15-0: BAMn Description

0 Break address bit BAn is included in the break condition (initial value)
1 Break address bit BAn is not included in the break condition
n=31-0

6.2.3 Break Bus Cycle Register (BBR)

The break bus cycle register (BBR) is a 16-bit read/write register that selects the following four
break conditions:

e CPU cycleor DMA cycle
 Instruction fetch or data access

* Read or write

» Operand size (byte, word, long word).

A reset initializes BBR to H'0000. It is not initialized in the standby mode.
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Bit: 15 14 13 12 11 10 9 8

Bitname: | — | — | — | — | — | — | — | — |
Initial value: 0 0 0 0 0 0 0 0
R/W: — — — — — — — —
Bitt 7 6 5 4 3 2 1 0
Bitname: | CD1 | CDO | DI | IDO | RWL | RWO | SZ1 | SZ0 |
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

» Bits 158 (reserved): These bits aways read as 0. The write value should always be 0.

e Bits7 and 6 (CPU cycle/DMA cycle select (CD1 and CDQ)): CD1 and CDO select whether to
break on CPU and/or DMA bus cycles.

Bit 7: CD1 Bit 6: CDO Description

0 0 No break interrupt occurs (initial value)
1 Break only on CPU cycles

1 0 Break only on DMA cycles
1 Break on both CPU and DMA cycles

< Bits5and 4 (instruction fetch/data access select (ID1, ID0)): ID1, DO select whether to break
on instruction fetch and/or data access bus cycles.

Bit 5: ID1 Bit 4: IDO Description
0 0 No break interrupt occurs (initial value)
1 Break only on instruction fetch cycles
1 0 Break only on data access cycles
1 Break on both instruction fetch and data access cycles
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» Bits3and 2 (read/write select (RW1, RWO0)): RW1, RWO select whether to break on read
and/or write access cycles.

Bit 3: RW1 Bit 2: RW0 Description

0 0 No break interrupt occurs (initial value)
1 Break only on read cycles

1 0 Break only on write cycles
1 Break on both read and write cycles

« Bits1and 0 (operand size select (SZ1, SZ0)): SZ1, SZ0 select bus cycle operand sizeas a
break condition.

Bit 1: SZ1 Bit 0: SZ0 Description

0 0 Operand size is not a break condition (initial value)
1 Break on byte access

1 0 Break on word access
1 Break on long word access

Note: When setting to break on an instruction fetch, set the SZ0 bit to 0. All instructions will be
considered to be accessed as words (even those instructions in on-chip memory for which
two instructions can be fetched simultaneously in a single bus cycle). Instruction fetch is by
word access and CPU/DMAC data access is by the specified operand size. They are not
determined by the bus width of the space being accessed.

6.3 Operation

6.3.1 Flow of the User Break Operation

The flow from setting of break conditions to user break interrupt exception processing is described
below.

1. Break conditions are set in break address register (BAR), break address mask register
(BAMR), and the break bus cycle register (BBR). Set the break addressin the BAR, the
address bits to be masked in the BAMR and the type of breaking bus cycle in the BBR. When
even one of the BBR groups (CPU cycle/DMA cycle select bits (CD1, CDO), instruction
fetch/data access select bits (ID1, 1DO0), read/write select bits (RW1, RW0)) is set to 00 (no
user break interrupt), there will be no user break even when all other conditions are consistent.
To use auser break interrupt, set conditions for all three pairs.

2. The UBC checksto seeif the set conditions are satisfied, using the system shown in figure 6.2.
When the break conditions are satisfied, the UBC sends a user break interrupt request to the
interrupt controller.
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3. When receiving the user break interrupt request, the interrupt controller checksits priority
level. The user break interrupt has priority level 15, so it is accepted only if the interrupt mask
level in bits 13- 0 in the status register (SR) is 14 or lower. When the 13- 0 bit level is 15, the
user break interrupt cannot be accepted but it is held pending until user break interrupt
exception processing is carried out. NMI exception processing sets 1310 to level 15, so a user
break cannot occur during the NMI service routine unless the NMI service routine itself begins
by reducing 13-10 to level 14 or lower. Section 5, Interrupt Controller, described the handling
of priority levelsin greater detail.

4. TheINTC sends arequest signal for a user break interrupt to the CPU. When the CPU receives
it, it starts user break interrupt exception processing. Section 5.4, Interrupt Operation, describes
interrupt exception processing in more detail.
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Figure6.2 Break Condition Logic
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6.3.2 Break on Instruction Fetch Cyclesto On-Chip Memory

On-chip memory (on-chip ROM and RAM) is always accessed 32 bits each bus cycle. Two
instructionsare therefore fetched in a bus cycle from on-chip memory . Although only a single bus
cycle occurs for the two-instruction fetch, abreak can be set on either instruction by placing the
corresponding address in the break address registers (BAR). In other words, to break the second of
the two instructions fetched, set its start addressin the BAR. The break will then occur after the
first instruction executes.

6.3.3 Program Counter (PC) Value Saved in User Break Interrupt Exception Processing

Break on Instruction Fetch: The program counter (PC) value saved in user break interrupt
exception processing for an instruction fetch is the address set as the break condition. The user
break interrupt is generated before the fetched instruction is executed. If abreak condition is set on
the fetch cycle of adelayed dot instruction immediately following a delayed branch instruction or
on the fetch cycle of an instruction that follows an interrupt-disabling instruction, however, the
user break interrupt is not accepted immediately, so the instruction is executed. The user break
interrupt is not accepted until immediately after that instruction. The PC value that will be saved is
the start address of the next instruction that is able to accept the interrupt.

Break on Data Access (CPU/DMAC): The program counter (PC) valueis the top address of the
next instruction after the last executed instruction at the time when the user break exception
processing is activated. When data access (CPU/DMAC) is set as a break condition, the place
where the break will occur cannot be specified exactly. The break will occur at the instruction
fetched close to where the data access that isto receive the break occurs.

6.4 Setting User Break Conditions
CPU Instruction Fetch Bus Cycle:

* Register settings: BARH = H'0000, BARL = H'0404, BBR = H'0054
Conditions set: Address = H'00000404, Bus cycle = CPU, instruction fetch, read (operand size
not included in conditions)

A user break interrupt will occur immediately before the instruction at address H'00000404. 1f
the instruction at address H'00000402 can accept an interrupt, the user break exception
processing will be executed after that instruction is executed. The instruction at H'00000404
will not be executed. The value saved to PC is H'00000404.

* Register settings: BARH = H'0015, BARL = H'389C, BBR = H'0058
Conditions set: Address = H'0015389C, Bus cycle = CPU, instruction fetch, write (operand
size not included in conditions)
No user break interrupt occurs, because no instruction fetch cycleis ever awrite cycle.
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Register settings: BARH = H'0003, BARL = H'0147, BBR = H'0054

Conditions set: Address = H'00030147, Bus cycle = CPU, instruction fetch, read (operand size
not included in conditions)

No user break interrupt occurs, because instructions are always fetched from even addresses. |f
the first fetched address after a branch is odd and a user break is set on this address, however,
user break exception processing will be carried out after address error exception processing.

CPU Data Access Bus Cycle:

Register settings: BARH = H'0012, BARL = H'3456, BBR = H'006A
Conditions set: Address = H'00123456, Bus cycle = CPU, data access, write, word
A user break interrupt occurs when word data is written to address H'00123456.

Register settings: BARH = H'00A8, BARL = H'0391, BBR = H'0066
Conditions set: Address = H'00A80391, Bus cycle = CPU, data access, read, word
No user break interrupt occurs, because word data accessis always to an even address.

DMA Cycle:

Register setting: BARH = H'0076, BARL = H'BCDC, BBR = H'00A7
Conditions set: Address = H'0076BCDC, Bus cycle = DMA, data access, read, long word
A user break interrupt occurs when long word datais read from address H'0076BCDC.

Register setting: BARH = H'0023, BARL = H'45C8, BBR = H'0094
Conditions set: Address = H'002345C8, Bus cycle = DMA, instruction fetch, read (operand
size not included)

No user break interrupt occurs, because a DMA cycle includes no instruction fetch.
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6.5 Notes

6.5.1 On-Chip Memory Instruction Fetch

Two instructions are simultaneously fetched from on-chip memory. If abreak condition is set on
the second of these two instructions but the contents of the UBC break condition registers are
changed so asto alter the break condition immediately after the first of the two instructionsis
fetched, a user break interrupt will still occur when the second instruction is fetched.

6.5.2 Instruction Fetch at Branches

When a conditiona branch instruction or TRAPA instruction causes a branch, instructions are
fetched and executed as follows:

1. Conditional branch instruction, branch taken: BT, BF

Instruction fetch cycles: Conditional branch fetch — Next-instruction overrun fetch — Next-
instruction overrun fetch — Branch destination fetch

Instruction execution: Conditional branch instruction execution — Branch destination
instruction execution

2. TRAPA instruction, branch taken: TRAPA

Instruction fetch cycles: TRAPA instruction fetch — Next-instruction overrun fetch — Next-
instruction overrun fetch — Branch destination fetch

Instruction execution: TRAPA instruction execution — Branch destination instruction
execution

When a conditional branch instruction or TRAPA instruction causes a branch, the branch
destination will be fetched after the next instruction or the one after that does an overrun fetch.
When the next instruction or the one after that is set as a break condition, a branch will result in
the generation of a user break interrupt at the next instruction or the instruction after that, neither
of which instructions will be executed.
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6.5.3 Instruction Fetch Break

If abreak is attempted at the task A return destination instruction fetch, task B is activated before
the UBC interrupt by interrupt B generated during task A processing, and the UBC interrupt is
handled after the interrupt B exception handling.

(1) Cause
The SH7032/SH7034 chip operates as follows.

Interrupt B accepted UBC interrupt accepted

Interrupt exception
handling

A

>

A
[FIp]E]E|[M]IM]E]|M]E]E

|

|

|

|

| _
! ! Interrupt exception
I : handling
|
|
|
|
|
|

i
P,

[FID|EJE[M]IM]IE]|M]E]|E]

<Address> <Description>

0x00011a0a Instruction replaced by interrupt
exception handling

Breall<. —» 0x00011a0c Overrun fetch
condition o )
0xf000974 Task B first instruction fetch

(instruction replaced by interrupt
exception handling)

(0xf000978 Overrun fetch)
0x02000030 UBC first instruction fetch

H_

Figure6.3 UBC Operation

It actually takes at least two cycles for the UBC interrupt generated by the address 0x00011a0c
instruction fetch cycle to be sent to the interrupt controller and interrupt exception handling to
begin. However, as shown in figure 6.3, when the UBC interrupt is generated, previously
generated interrupt B initiated by task B is accepted first, and the UBC interrupt is accepted after
completion of the interrupt B exception handling.

(2) Remedy
There is no way of preventing this operation by hardware. A software solution, such as the use of
aflag, must be employed.
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Section 7 Clock Pulse Generator (CPG)

7.1 Overview

The SuperH microcomputer has a built-in clock pulse generator (CPG) that suppliesthe LSl and
external devices with aclock pulse. The CPG makesthe LS| run at the oscillation frequency of the
crystal resonator. The CPG consists of an oscillator and a duty cycle correcting circuit (figure 7.1).
The CPG can be made to generate a clock signal by connecting it to acrystal resonator or by
inputting an external clock. (The CPG is halted in standby mode.)

|mm S mmmmm—m————o——ooooo oo CPG --»
| |
! |
XTAL —i—» , !

! Oscillator > Duty qorr(_ectlng Ly Internal

| circuit : clock (@)
EXTAL ——» i
! |
! |
CK < I
| |
|

System clock

Figure7.1 Block Diagram of the Clock Pulse Generator

7.2 Clock Source

Clock pulses can be supplied from a connected crystal resonator or an external clock.

721 Connecting a Crystal Resonator

Circuit Configuration: A crystal resonator can be connected as shown in figure 7.2. Use the
damping resistance Rd shown in table 7.1. Use an AT-cut parallel resonating crystal with a
frequency equal to the system clock (CK) frequency. Connect load capacitors (C, 1 and C ) as
shown in the figure. The clock pulse produced by the crystal resonator and internal pulse generator
is sent to the duty cycle correction circuit where its duty cycleis corrected. It is then supplied to
the LSI and to external devices.
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C,,=C,=IC-22pF EXTAL

XTAL Wy

Figure7.2 Connection of the Crystal Resonator (Example)
Table7.1 Damping Resistance

Frequency [MHz] 2 4 8 12 16 20

Rd [Q] 1k 500 200 0 0 0

Crystal Resonator: Figure 7.3 shows an equivalent circuit of the crystal resonator. Use acrystal
resonator with the characteristics listed in table 7.2.

XTAL €— —» EXTAL

Figure7.3 Crystal Resonator Equivalent Circuit
Table7.2 Crystal Resonator Parameters

Frequency (MHz)

Parameter 2 4 8 12 16 20
Rs max [Q] 500 120 80 60 50 40
Comax[pF] 7 7 7 7 7 7

Value to be determined (TBD)

7.2.2 External Clock Input

An external clock signal can be input at the EXTAL pin as shown in figure 7.6. The XTAL pin
should be |eft open. The frequency must be equal to the system clock (CK) frequency. The
specifications for the waveform of the external clock input are given below. Make the external
clock frequency the same as the system clock (CK).
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Open X——— XTAL

External clock input —»| EXTAL

Figure7.4 External Clock Input Method

teyc

A
\ 4

texH L texL

texr texs

Figure7.5 Input Clock Waveform
Table7.3 Input Clock Specifications

5V Specifications 3.3V Specifications

(fmax = 20 MHz) (fmax = 12.5 MHz) Units
tEXI’/f (V||_—V|H) Max =5 Max = 10 ns
tEXHIL a2 Vce Min =10 Min = 20 ns

standard)

7.3 Usage Notes

Board design: When designing the board, place the crystal resonator and its load capacitors as
close as possible to the XTAL and EXTAL pins. Route no other signal lines near the XTAL and
EXTAL pin signal lines to prevent induction from interfering with correct oscillation. See figure
7.6.
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No crossing
signal lines
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/J7 [

EXTAL

Figure7.6 Precaution on Oscillator Circuit Board Design

Duty cycle correction circuit: Duty cycle corrections are conducted for an input clock over 5
MHz. Duty cycles may not be corrected if under 5 MHz, but AC characteristics for the high-level
pulse width (tcy) and low-level pulse width (tc ) of the clock are satisfied, and the LS| will
operate normally. Figure 7.7 shows the standard characteristics of a duty cycle correction.

This duty cycle correction circuit is not for correcting the input clock’s transient fluctuations and
jutters.

Input dut
70k - p y
60~ LA
% \\\\\\\ \\|
3 60 ~~~~_
2S00
8 7T
a0~ A0 T
/// |
--730 !
30_ |
|
l l l l l
1 2 5 10 20
(MHz)

Input frequency

Figure7.7 Duty Cycle Correction Circuit Standard Characteristics
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Section 8 Bus State Controller (BSC)

8.1 Overview

The bus state controller (BSC) divides address space and outputs control signals for all kinds of
memory and peripheral LSIs. BSC functions enable the LSl to link directly with DRAM, SRAM,
ROM, and peripheral LSIswithout the use of external circuits, simplifying system design and
allowing high-speed datatransfersin a compact system.

8.1.1 Features

The BSC has the following features.

e Address spaceisdivided into eight areas

O A maximum 4-Mbyte of linear address space for each of eight areas, 0—7 (area 1 can be up
to 16-Mbyte linear space when set for DRAM) (The space that can actually be used varies
with the type of memory connected)

Bus width (8 bits or 16 bits) can be selected by access address
On-chip ROM and RAM is accessed in one cycle (32 bits wide)
Wait states can be inserted using the WAIT pin

Wait state insertion can be controlled through software. Register settings can be used to
specify the insertion of 1-4 cyclesfor areas 0, 2, and 6 (long wait function)

O The type of memory connected can be specified for each area.

O Outputs control signals for accessing the memory and peripheral LSIs connected to the area
» Direct interface to DRAM

O Multiplexes row/column addresses according to DRAM capacity

O Two types of byte access signals (dual-CAS system and dual-WE system)

O Supports burst operation (high-speed page mode)

O Supports CAS-before-RAS refresh and self-refresh
e Access control for al memory and peripheral LSIs

0 Address/data multiplex function
» Parallel execution of external writes and the like with internal access (warp mode)
e Supports parity check and generation for data bus

0 Odd parity/even parity selectable

O Interrupt request generated for parity error (PEI interrupt request signal)
* Refresh counter can be used as an 8-bit interval timer

O Interrupt request generated at compare match (CMI interrupt request signal)

I R |

8.1.2 Block Diagram

Figure 8.1 shows the block diagram of the bus state controller.
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8.1.3 Pin Configuration

Table 8.1 shows the BSC pin configuration.

Table81 Pin Configuration

Name Abbreviation /O Function

Chip select 7-0 CS7-CSo O Chip select signal that indicates the area being
accessed

Read RD O  Strobe signal that indicates the read cycle

High write WRH O  Strobe signal that indicates write cycle to upper 8 bits

Low write WRL O  Strobe signal that indicates write cycle to lower 8 bits

Write WR*1 O  Strobe signal that indicates write cycle

High byte strobe HBS*2 O  Strobe signal that indicates access to upper 8 bits

Low byte strobe LBS*3 O  Strobe signal that indicates access to lower 8 bits

Row address strobe RAS O DRAM row address strobe signal

High column CASH O  Column address strobe signal for accessing the

address strobe upper 8 bits of the DRAM

Low column address CASL O  Column address strobe signal for accessing the lower

strobe 8 bits of the DRAM

Address hold AH O Signal for holding the address for address/data
multiplexing

Wait WAIT I Wait state request signal

Address bus A21-A0 O  Address output

Data bus AD15-ADO I/O Data I/O. During address/data multiplexing, address
output and data input/output.

Data bus parity high DPH I/O Parity data I/O for upper byte

Data bus parity low  DPL I/O Parity data I/O for lower byte

Notes: 1. Doubles with the WRL pin. (Selected by the BAS bit of the BCR. See section 8.2.1, Bus

Control Register, for details.

2. Doubles with the AO pin. (Selected by the BAS bit of the BCR. See section 8.2.1, Bus

Control Register, for details.

3. Doubles with the WRH pin. (Selected by the BAS bit of the BCR. See section 8.2.1, Bus

Control Register, for details.

814 Register Configuration

The BSC has ten registers (listed in table 8.2) which control space division, wait states, DRAM

interface, and parity check.
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Table8.2 Register Configuration

Name Abbr. R/W Initial Value Address*l Bus width
Bus control register BCR R/W H'0000 H'5FFFFAO0  8,16,32
Wait state control register 1 WCR1 R/W HFFFF H'5FFFFA2 8,16,32
Wait state control register 2 WCR2 R/W HFFFF H'5FFFFA4  8,16,32
Wait state control register 3 WCR3 R/W H'F800 H'5FFFFA6 8,16,32
DRAM area control register DCR R/W H'0000 H'SFFFFA8 8,16,32
Parity control register PCR R/W H'0000 H'5FFFFAA 8,16,32
Refresh control register RCR R/W H'0000 H'5FFFFAC  8,16,32*2
Refresh timer control/status register RTCSR R/W H'0000 H'5FFFFAE 8,16,32*2
Refresh timer counter RTCNT R/W H'0000 H'5FFFFBO  8,16,32*2
Refresh time constant register RTCOR R/W H'O0OFF H'5FFFFB2 8,16,32*2

Notes: 1. Only the values of bits A27-A24 and A8-AO are valid; bits A23—A9 are ignored. For
details on the register addresses, see section 8.3.5, Description of Areas.

2. Write only with word transfer instructions. See section 8.2.11, Register Access, for
details on writing.

8.15 Overview of Areas

The SH microprocessors have 32-bit address spaces on the architecture, but the top 4 bits are
ignored. Table 8.3 outlines the division of space. As shown, the space is divided into areas 07 by
the value of the top addresses.

Each areais allocated a specific type of space. When the areais accessed, a strobe signal that
matches the type of area space is generated. This allocates peripheral LSls and memory devices
according to the type of the area spaces and allows them to be directly linked to thisLSI. Some
areas are of afixed type based on their address while others can be selected in registers.

Area 0 can be used as an on-chip ROM space or external memory space. Areal can be used as
DRAM space or external memory space. DRAM space enables direct connection to DRAM and
outputs RAS, CAS and multiplexed addresses. Areas 2—4 can only be used as external memory
space. Area 5 can be used as on-chip peripheral module space or external memory space. Area 6
can be used as address/data multiplexed 1/0 space or external memory space. For address/data
multiplexed I/O space, an address and data are multiplexed and input/output from AD15-ADO0
pins. Area 7 can be used as on-chip RAM space or external memory space.

The bus width of the data busis basically switched between 8 bit and 16 bit by the value of
address bit A27. For the following areas, however, the bus width is determined by conditions other
than the A27 bit value.
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e On-chip ROM spacein area 0: Always 32 hits

» External memory space in area 0: 8 bitswhen MDO pinis 0, 16 bitswhen the pinis 1
*  On-chip peripheral module spacein area 5: 8 bits when the A8 address bit is O, 16 bitswhen it

isl

* Area6: If A27 =0, area6 is 8 bitswhen the A14 address bit is 0, 16 bitswhen A14 is 1

*  On-chip RAM spacein area7: Always 32 hits

Seetable 8.6 in section 8.3, Address Space Subdivision, for more information on how the spaceis

divided.
8.2 Register Descriptions

8.2.1 Bus Control Register (BCR)

The bus control register (BCR) is a 16-bit read/write register that selects the functions of areas and
status of bus cycles. It isinitialized to H'0000 by a power-on reset, but is not initialized by a

manual reset or by the standby mode.

Bit: 15 14 13 12 11 10 8

Bit name: ‘ DRAME] IOE ‘ WARP ] RDDTY‘ BAS ‘ — ‘ — ]
Initial value: 0 0 0 0 0 0 0
RIW:  RW RW  RW RW  RW — —
Bit; 7 6 5 4 3 2 0

Bit name:‘ — ’ — ‘ — ’ — ‘ — ‘ _ ‘ _ ‘
Initial value: 0 0 0 0 0 0 0
R/W: — — — — — — —

« Bit 15 (DRAM enable bit (DRAME)): DRAME selects whether area 1 is used as an external
memory space or DRAM space. 0 setsit for external memory space and 1 setsit for DRAM
space. The setting of the DRAM area control register isvalid only when thisbit is set to 1.

Bit 15: DRAME Description
0 Area 1 is external memory space (initial value)
1 Area 1 is a DRAM space

e Bit 14 (multiplexed 1/0O enable bit (IOE)): IOE selects whether area 6 is used as external
memory space or an address/data multiplexed 1/O area. O sets it for external memory space and
1 setsit for address/data multiplexed 1/0O space. With address/data multiplexed 1/O space,

address and data are multiplexed and input/output is from AD15-ADO.
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Bit 14: IOE Description

0 Area 6 is external memory space (initial value)

1 Area 6 is an address/data multiplexed I/O area

e Bit 13 (warp mode bit (WARP)): WARP selects warp or normal mode. 0 setsit for normal
mode and 1 setsit for warp mode. In warp mode, some external accesses are carried out in
parallel with internal access.

Bit 13: WARP Description

0 Normal mode: External and internal accesses are not simultaneously
performed (initial value)

1 Warp mode: External and internal accesses are simultaneously
performed

e Bit12 (RD duty (RDDTY)): RDDTY selects 35% or 50% of the T1 state as the high-level duty
cycleratio of signal RD. 0 setsit for 50%, 1 setsit for 35%. Only set to 1 when the operating
frequency is a minimum of 10 MHz.

Bit 12: RDDTY Description
0 RD signal high-level duty cycle is 50% of T1 state (initial value)
1 RD signal high-level duty cycle is 35% of T1 state

« Bit 11 (byte access select (BAS)): BAS selects whether byte access control signals are WRH,
WRL, and A0, or LBS, WR and HBS during word space accesses. When this bit is cleared to
0, WRH, WRL, and A0 signals are valid; when set to 1, LBS, WR, and HBS, signas are valid.

Bit 11: BAS Description
0 WRH, WRL, and A0 enabled (initial value)
1 LBS, WR, and HBS enabled

e Bits10-0 (reserved): These bits always read as 0. The write value should always be 0.

8.2.2 Wait State Control Register 1 (WCR1)

Wait state control register 1 is a 16-bit read/write register that controls the number of states for
accessing each area and the whether wait states are used. WCRL1 isinitialized to H'FFFF by a
power-on reset. It is not initialized by amanual reset or by the standby mode.
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Bit. 15 14 13 12 11 10 9 8

Bitname:| RW7 | RW6 | RW5 | RW4 | RW3 | RW2 | RWL | RWO |
Initial value: 1 1 1 1 1 1 1 1
RW: RW RW RW RW RW RW RW RW

Bit: 7 6 5 4 3 2 1 0

Bit name:‘ — ‘ — ‘ — ’ — ‘ — ‘ — ‘ ww1l ‘ — ’
Initial value: 1 1 1 1 1 1 1 1
R/W: — — — — — — R/W —

» Bits 15-8 (wait state control during read (RW7-RWO0)): RW7-RWO determine the number of
statesin read cycles for each area and whether or not to sample the signal input from the
WAIT pin. Bits RW7—-RWO correspond to areas 7-0, respectively. If abit iscleared to O, the
WAIT signal is not sampled during the read cycle for the corresponding area. If itisset to 1,
sampling takes place.

For the external memory spaces of areas 1, 3-5, and 7, read cycles are completed in one state
when the corresponding bits are cleared to 0. When they are set to 1, the number of wait states
is 2 plusthe WAIT signal value. For the external memory space of areas 0, 2, and 6, read
cycles are completed in one state plus the number of long wait states (set in wait state
controller 3 (WCR3)) when the corresponding bits are cleared to 0. When they are set to 1, the
number of wait statesis 1 plus the long wait state; when the WAIT signal is at low level as
well, await state isinserted.

The DRAM space (area 1) finishes the column address output cycle in one state (short pitch)
when the RW1 bit is0, and in 2 states plus the WAIT signal value (long pitch) when RW1is 1.
When RW1isset to 1, the number of wait states selected in wait state insertion bits 1 and O
(RLWO and RLW1) for CAS-before-RAS (CBR) refresh of the refresh control register (RCR)
are inserted during the CBR refresh cycle, regardless of the status of the WAIT signal.

The read cycle of the address/data multiplexed |/O space (area 6) is 4 states plus the wait states
from the WAIT signal, regardless of the setting of the RW6 bit. The read cycle of the on-chip
peripheral module space (area 5) finishesin 3 states, regardless of the setting of the RW5 bit,
and the WAIT signal is not sampled. The read cycles of on-chip ROM (area 0) and on-chip
RAM (area7) finish in 1 state, regardless of the settings of bits RWO0 and RW7. The WAIT
signal is not sampled for either.

Table 8.3 summarizes read cycle state information.
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Table8.3 Read Cycle State Description

Read Cycle States

External Memory Space Internal space
WAIT Pin Multi-  On-chip On-chip
Bits 15-8: Input External Memory Plexed Peripheral ROM and
RW7-RWO0 Signal Space DRAM Space 1/0 Module RAM
0 Not eAreas 1, 3-5,7:1 Column add- 4 states 3 states, 1 state,
sampled state, fixed ress cycle: 1 +wait  fixed fixed
during Areas 0, 2, 6: 1 state state, fixed states
read + long wait state (short pitch) from
cycle*? WAIT
1 Sampled Areas 1, 3-5,7:2 Column
during states + wait states  address cycle:
read from WAIT 2 states + wait
cycle Areas 0, 2, 6: 1 state State from
(initial + long wait state + WAIT (long
value) wait state from WAIT Pitch)*?

Notes: 1. Sampled in the address/data multiplexed 1/O space

2. During a CBR refresh, the WAIT signal is ignored and the wait state from the RLW1 and
RLWO bits of RCR is inserted.

e Bits 72 (reserved): These bits alwaysread as 1. The write value should always be 1.

e Bit 1 (wait state control during write (WW1)): WW1 determines the number of statesin write
cyclesfor the DRAM space (area 1) and whether or not to sample the WAIT signal. When the
DRAM enable bit (DRAME) of the BCR issetto 1 and area 1 is being used as DRAM space,
clearing WW!1 to 0 makes the column address output cycle finish in 1 states (short pitch).
When WW1isset to 1, it finishesin 2 states plus the wait states from the WAIT signal (long
pitch).

Note: Write 0 to WW1 only when area 1 isused as DRAM space (DRAME hit of BCRis 1).
Never write 0 to WW1 when area 1 is used as external memory space (DRAME is0).

Area 1's External Memory

Bit 1: WW1 DRAM Space (DRAME = 1) Space (DRAME = 0)
0 Column address cycle: 1 state (short pitch) Setting inhibited
1 Column address cycle: 2 states + wait state 2 states + wait state from WAIT

from WAIT (long pitch) (initial value)

e Bit 0 (reserved): Thishit always reads 1. The write value should always be 1.
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8.23 Wait State Control Register 2 (WCR?2)

Wait state control register 2 is a 16-bit read/write register that controls the number of states for
accessing each areawith aDMA single address mode transfer and whether wait states are used.
WCR2 isinitialized to H'FFFF by a power-on reset. It is not initialized by amanual reset or by the

standby mode.
Bit: 15 14 13 12 11 10 9 8
Bit name:‘ DRW?7 ] DRWG‘ DRWS5 ] DRW4‘ DRW3 ‘ DRW2 ] DRWl‘ DRWO \
Initial value: 1 1 1 1 1 1 1 1

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit 7 6 5 4 3 2 1 0
Bit name:‘ DWWY‘ wae‘ DWW5’ DWW4‘ was‘ waz\ DWWl‘ wao]
Initial value: 1 1 1 1 1 1 1 1

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 15-8 (wait state control during single-mode DMA transfer (DRW7-DRWO0)): DRW7—
DRWO determine the number of statesin single-mode DMA memory read cycles for each area
and whether or not to sample the WAIT signal. Bits DRW7-DRWO correspond to areas 7-0,
respectively. If abit is cleared to 0, the WAIT signal is not sampled during the single-mode
DMA memory read cycle for the corresponding area. If it is set to 1, sampling takes place.

For the external memory spaces of areas 1, 3-5, and 7, single-mode DMA memory read cycles
are completed in one state when the corresponding bits are cleared to 0. When they are set to 1,
the number of wait statesis 2 plus the wait states from the WAIT signal. For the external
memory space of areas 0, 2, and 6, single-mode DMA memory read cycles are completed in
one state plus the long wait state number (set in wait state controller 3 (WCR3)) when the
corresponding bits are cleared to 0. When they are set to 1, the number of wait statesis 1 plus
the long wait state; when the WAIT signal isat low level aswell, await state is inserted.

The DRAM space (area 1) finishes the column address output cycle in one state (short pitch)
when the DRW1 bit is 0, and in 2 states plus the wait states from the WAIT signal (long pitch)
when DRW1 is 1. The single-mode DMA memory read cycle of the address/data multiplexed
1/0 space (area 6) is 4 states plus the wait states from the WAIT signal, regardless of the
setting of the DRW6 bit.

Table 8.4 summarizes single-mode DMA memory read cycle state information.

HITACHI 101



Table84 SingleeMode DMA Memory Read Cycle States (External Memory Space)

Description
Single-Mode DMA Memory Read Cycle States
(External Memory Space)
Bits 15-8: WAIT Pin Input External Memory Multiplexed
DRW7-DRWO Signal Space DRAM Space I/0
0 Not sampled during  Areas 1, 3-5,7: 1 state, Column address 4 states +
single-mode DMA fixed cycle: 1 state, wait states
memory read cycle* Areas 0. 2. 6: 1 state + fixed (short from WAIT
long wait state pitch)
1 Sampled during Areas 1, 3-5, 7: 2 states Column address

single-mode DMA + wait states from WAIT  cycle: 2 states +
memory read cycle Areas 0. 2. 6: 1 state + wait state from
(initial value) L WAIT (long

long wait state + Wait .
pitch)

state from WAIT

Note: Sampled in the address/data multiplexed I/O space.

Bits 7-0 (single-mode DMA memory write wait state control (DWW7-DWWQ0)): DWW7—
DWWO determine the number of statesin single-mode DMA memory write cycles for each
area and whether or not to sample the WAIT signal. Bits DWW7-DWWO correspond to areas
7-0, respectively. If abit iscleared to 0, the WAIT signal is not sampled during the single-
mode DMA memory write cycle for the corresponding area. If it is set to 1, sampling takes
place.

The number of states for areas accesses based on bit settings are the same as indicated for
single-mode DMA memory read cycles. See bits 15-8, wait state control during single-mode
DMA memory transfer (DRW7-DRWO), for details.

Table 8.5 summarizes single-mode DMA memory write cycle state information.
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Table85 SingleeMode DMA Memory Write Cycle States (External Memory Space)

Description
Single-mode DMA Memory Write Cycle States
(External Memory Space)
Bits 15-8: WAIT Pin Input External Memory Multiplexed
DWW7-DWWO0 Signal Space DRAM Space I/0
0 Not sampled during Areas 1, 3-5,7: 1 state, Column address 4 states +
single-mode DMA  fixed cycle: 1 state, wait state
memory write cycle* Areas 0. 2. 6: 1 state + fixed (short from WAIT
long wait state pitch)
1 Sampled during Areas 1, 3-5, 7: 2 states Column address

single-mode DMA + wait state from WAIT  cycle: 2 states +
memory write cycle Areas 0, 2, 6: 1 state + wait state from
(initial value) WAIT (long
pitch)

long wait state + wait
state from WAIT

Note: Sampled in the address/data multiplexed I/O space.

8.24 Wait State Control Register 3 (WCR3)

Wait state control register 3 is a 16-bit read/write register that controls WAIT pin pull-up and the
insertion of long wait states. WCR3 is initialized to H'F800 by a power-on reset. It is not
initialized by a manual reset or by the standby mode.

Bitt 15 14 13 12 11 10 9 8
Bit name:‘ WPU ’AOZLWl‘AOZLWO’ A6LW1‘ ASLWO ‘ — ] — \ — \
Initial value: 1 1 1 1 1 0 0 0

R/W: R/W R/W R/W R/W R/W — — —

Bit: 7 6 5 4 3 2 1 0
gtname: | — | — | — | — | — | = | — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W: — — — — — — — —

* Bit 15 (wait pin pull-up control (WPU)): WPU controls whether the WAIT pin is pulled up or
not. When cleared to 0, the pin is not pulled up; when set to 1, it is pulled up.
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Bit 15: WPU Description

0 WAIT pin is not pulled up

1 WAIT pin is pulled up (initial value)

e Bits14 and 13 (long wait insertion in areas 0 and 2, bits 1, 0 (A02LW1 and A02LW0)):
A02LW1 and A02LWO select the long wait states to be inserted (14 states) when accessing
external memory space of areas 0 and 2.

Bit 14: AO2LW1 Bit 13: AO2LWO Description

0 0 Inserts 1 state
1 Inserts 2 states
1 0 Inserts 3 states
1 Inserts 4 states (initial value)

e Bits12 and 11 (long wait insertion in area 6, bits 1, 0 (A6LW1 and A6LWO0)): A6LW1 and
ABLWO select the long wait states to be inserted (14 states) when accessing external memory
space of area 6.

Bit 12: A6LW1 Bit 11: A6LWO Description

0 0 Inserts 1 state
1 Inserts 2 states
1 0 Inserts 3 states
1 Inserts 4 states (initial value)

e Bits 10-0 (reserved): These bits aways read as 0. The write value should always be 0.

8.25 DRAM Area Control Register (DCR)

The DRAM area control register (DCR) is a 16-bit read/write register that selects the type of
DRAM control signal, the number of precharge cycles, the burst operation mode and the use of
address multiplexing. DCR settings are valid only when the DRAME bit of BCRissetto 1. It is
initialized to H'0000 by a power-on reset, but is not initialized by a manual reset or by the standby
mode.
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Bit. 15 14 13 12 11 10 9 8

Bitname:| CW2 | RASD | TPC | BE | CDTY | MXE | MXCL | MXCO |
Initial value: 0 0 0 0 0 0 0 0
RW: RW RW RW RW RW RW RW RW

Bit: 7 6 5 4 3 2 1 0
gitname: | — | — | — | — | — | — | — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W: — — — — — — — _

e Bit 15 (dual-CAS or dual-WE select bit (CW2)): When accessing a 16-bit bus width space,
CW2 selects the dual-CAS or the dual-WE method. When cleared to 0, the CASH, CASL, and
WRL signals are valid ; when set to 1, the CASL, WRH, and WRL signals are valid. When
accessing an 8-bit space, only CASL and WRL signals are valid, regardless of CW2 settings.

Bit 15L: CW2 Description
0 Dual-CAS: CASH, CASL, and WRL signals are valid (initial value)
1 Dual-WE: CASL, WRH, and WRL signals are valid

e Bit 14 (RASdown (RASD)): When DRAM access pauses, RASD determines whether to keep
RAS low while waiting for the next DRAM access (RAS down mode) or return it to high
(RAS up mode). When cleared to 0, the RAS signal returns to high; when set to 1, it stays at

low.
Bit 14: RASD Description
0 RAS up mode: Return RAS signal to high and wait for the next DRAM
access (initial value)
1 RAS down mode: Keep RAS signal low and wait for the next DRAM
access

« Bit 13 (RAS precharge cycle count (TPC)): TPC selects whether the RAS signal precharge
cycle (Tp) will be 1 state or 2. When TPC is cleared to 0, a 1-state precharge cycle isinserted;
when 1 is set, a 2-state precharge cycle isinserted.

Bit 13: TPC Description
0 Inserts 1-state precharge cycle (initial value)
1 Inserts 2-state precharge cycle
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* Bit 12 (burst operation enable (BE)): BE selects whether or not to perform burst operation, a
high speed page mode. When burst operation is not selected (0), the row addressis not
compared but instead is transferred to the DRAM every time and full accessis performed.
When burst operation is selected (1), row addresses are compared and burst operation with the
same row address as the previous is performed (in this access, no row address is output and the
column address and CAS signal alone are output).

Bit 12: BE Description
0 Normal mode: full access (initial value)
1 Burst operation: high-speed page mode

e Bit11 (CASduty (CDTY)): CDTY selects 35% or 50% of the T¢ state as the high-level duty
ratio of the signal CAS in the short-pitch access. When cleared to 0, the CAS signal high level
duty is 50%; when set to 1, it is 35%. Only set to 1 when the operating frequency isa
minimum of 10 MHz.

Bit 11: CDTY Description
0 CAS signal high level duty cycle is 50% of the T state (initial value)
1 CAS signal high level duty cycle is 35% of the T state

* Bit 10 (multiplex enable bit (MXE)): MXE determines whether or not DRAM row and column
addresses are multiplexed. When cleared to O, addresses are not multiplexed; when set to 1,
they are multiplexed.

Bit 10: MXE Description
0 Multiplex of row and column addresses disabled (initial value)
1 Multiplex of row and column addresses enabled

e Bits9and 8 (multiplex shift count 1 and 0 (MXC1 and MXCQ)): Shift row addresses
downward by a certain number of bits (8-10) when row and column addresses are multiplexed
(MXE = 1). Regardless of the MXE hit setting, these bits also select the range of row addresses
compared in burst operation.
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Bit9: Bit8: Row Address Shift Row Address Bits Compared (in burst operation)
MXC1 MXCO (MXE =1) (MXE=0or1)
0 0 8 hits (initial value) A8—-A27 (initial value)
1 9 bits A9-A27
1 0 10 bits A10-A27
1 Reserved Reserved

Bits 7-0 (reserved): These bits always read as 0. The write value should always be 0.

8.2.6 Refresh Control Register (RCR)

The refresh control register (RCR) is a 16-bit read/write register that controls the start of
refreshing and selects the refresh mode and the number of wait states during refresh. Itis
initialized to H'0000 by a power-on reset, but is not initialized by a manual reset or by the standby

mode.

To prevent RCR from being written incorrectly, it must be written by a different method from
most other registers. A word transfer operation is used, H'5A iswritten in the top byte, and the
actual dataiswritten in the lower byte. For details, see section 8.2.11, Notes on Register Access.

Bitt 15 14 13 12 11 10 9 8
Bitname: | — | — | — | — | — | — | — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W: — — — — — — — _

Bitt 7 6 5 4 3 2 1 0
Bitname:‘ RFSHE‘RMODE‘ RLW1 ] RLWO‘ — ‘ — \ _ ‘ _ ’
Initial value: 0 0 0 0 0 0 0 0

RW: RW RW RW  RW — _ _ _

e Bit 15-8 (reserved): These bits alwaysread as 0.

» Bit 7 (refresh control (RFSHE)): RFSHE determines whether or not to perform DRAM refresh
operations. When this bit is cleared to 0, no DRAM refresh control is performed and the
refresh timer counter (RTCNT) can be used as an 8-bit interval timer. When set to 1, DRAM

refresh control is performed.
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Bit 7: RFSHE Description

0 Refresh control disabled. RTCNT can be used as an 8-bit interval
timer. (initial value)

1 Refresh control enabled

e Bit 6 (refresh mode (RMODE)): When DRAM refresh control is selected (RFSHE = 1),
RMODE selects whether to perform CAS-before-RAS (CBR) refresh or self-refresh. When
thishit is cleared to 0, a CBR refresh is performed at the cycle set in the refresh timer
control/status register (RTCSR) and refresh time constant register (RTCOR). When set to 1, it
the DRAM does a self-refresh. When refresh control is not selected (RFSHE = 0), the RMODE
bit setting is not valid. When canceling self-refresh, set RMODE to 0 with RFSHE set to 1.

Bit 6: RMODE Description
0 CAS-before-RAS refresh (initial value)
1 Self-refresh

e Bits5and 4—Insert wait states during CBR refresh bits 1 and 0 (RLW1, RLWO): These bits
select the number of wait statesto be inserted (1-4) during CAS-before-RAS refresh. When
CBR refresh is performed and the RW1 bit of WCR1 is set to 1, the number of wait states
selected in the RLW1 and RLWO isinserted regardless of the WAIT signal. When the RW1 bit
iscleared to 0, the RLW1 and RLWO hit settings are ignored and no wait states are inserted.

Bit 5: RLW1 Bit 4: RLWO Description

0 0 Inserts 1 state (initial value)
1 Inserts 2 states

1 0 Inserts 3 states
1 Inserts 4 states

» Bits 3-0 (reserved): These bits always read as 0. The write value should always be 0.

8.2.7 Refresh Timer Control/Status Register (RTCSR)

The refresh timer control/status register (RTCSR) is a 16-bit read/write register that selects the
clock input to refresh timer counter (RTCNT) and controls compare match interrupts (CMI). Itis
initialized to H'0000 by a power-on reset, but is not initialized by a manual reset or by the standby
mode.

To prevent RTCSR from being written incorrectly, it must be written by a different method from
most other registers. A word transfer operation is used, H'A5 iswritten in the top byte and the
actual dataiswritten in the lower byte. For details, see section 8.2.11, Notes on Register Access.
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Bit: 15 14 13 12 11 10 9 8

gtname: | — | — | — | — | — | — [ — | — |
Initial value: 0 0 0 0 0 0 0 0
R/W: — — — — — — — —
Bit: 7 6 5 4 3 2 1 0
Bitname:| CMF | CMIE | CKS2 | CKS1 | CKSO | — — | - ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W — — —

* Bits15-8 (reserved): These bits alwaysread as 0.

e Bit 7 (compare match flag (CMF)): CMF is aflag that indicates whether the values of RTCNT
and the refresh time constant register (RTCOR) match. When 0, the value of RTCNT and
RTCOR do not match; when 1, the value of RTCNT and RTCOR match.

Bit 7: CMF Description

0 RTCNT does not equal the value of RTCOR (initial value)
To clear CMF, the CPU must read CMF after it has been set to 1, then write a
0 in this bit

1 Value RTCNT is equal to the value of RTCOR

« Bit 6 (compare match interrupt enable (CMIE)): CMIE enables or disables the compare match
interrupt (CMI) generated when CMF isset to 1in RTCSR (RTCNT value = RTCOR value).
When cleared to 0, CMI interrupt is disabled; when set to 1, it is enabled.

Bit 6: CMIE Description
0 Compare match interrupt request (CMI) is disabled (initial value)
1 Compare match interrupt request (CMI) is enabled

» Bits5-3(clock select bits 2—-0 (CKS2-CK S0)): CKS2—-CK S0 select the clock input to RTCNT
from among the seven types of clocks created by dividing the system clock (¢). When the input
clock is selected with the CKS2—CK SO bits, RTCNT startsto increment.
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Bit 5: CKS2 Bit 4: CKS1 Bit 3: CKSO Description

0 0 Clock input disabled (initial value)

@2
o8
@32

@128
@/512
@2048
©/4096

H
o
P O | O, | O|Fr|O

» Bits 20 (reserved): These bits always read as 0. The write value should always be 0.

8.2.8 Refresh Timer Counter (RTCNT)

The refresh timer counter (RTCNT) is a 16-bit read/write register that is used as an 8-bit upcounter
that generates the refresh or interrupt request. When the input clock is selected by clock select bits
20 (CKS2—CK S0) in RTCSR, that clock makesthe RTCNT start incrementing. When the values
of RTCNT and the refresh time constant register (RTCOR) match, RTCNT is cleared to H'0000
and the CMF flag of the RTCSR is set to 1. When the RFSHE bit of the RCRisalso setto 1, a
CAS-before-RAS refresh is performed. When the CMIE bit of the RTCSR isalsosetto 1, a
compare match interrupt (CMI) is generated.

Bits 15-8 are reserved bits and do not count. These bits always read as 0.

RTCNT isinitialized to H'0000 by a power-on reset, but is not initialized by a manual reset or by
the standby mode.

To prevent RTCSR from being written incorrectly, it must be written by a different method from
most other registers. A word transfer operation is used, H'69 is written in the top byte and the
actual dataiswritten in the lower byte. For details, see section 8.2.11, Register Access.
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Bit: 15 14 13 12 11
Bit name: ‘ — ‘ — — — ‘ — — ‘ — ‘ — ’
Initial value: 0 0 0 0 0 0 0 0
R/W: — — — — — — — —
Bit: 7 6 5 4 3 2 1 0
Bit name: ‘ ‘ ‘ ‘ ’
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W
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8.2.9 Refresh Time Constant Register (RTCOR)

The refresh time constant register (RTCOR) is a 16-bit read/write register that sets the compare
match cycle used with RTCNT. The valuesin RTCOR and RTCNT are constantly compared.
When they match, the compare-match flag (CMF) isset in RTCNT and RTCSR is cleared to
H'0000. If the bit RFSHE in RCR is set to 1 when this happens, a CAS before RAS (CBR) refresh
is performed. When the CMIE bit of the RTCSR is also set to 1, a compare match interrupt (CMI)
is generated.

Bits 15-8 are reserved bits and cannot be used to set the cycle. These bits always read as 0.
RTCOR isinitiaized to H'OOFF by a power-on reset, but is not initialized by a manual reset or by
the standby mode.

To prevent RTCOR from being written incorrectly, it must be written by a different method from
most other registers. A word transfer operation is used, H'96 is written in the top byte and the
actual dataiswritten in the lower byte. For details, see section 8.2.11, Note on Register Access.

Bit: 15 14 13 12 11 10 9 8
gtname: | — | — | — | — | — | — [ — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W: — — — — — — — —

Bit: 7 6 5 4 3 2 1 0
Bit narme: | | | | | | | |
Initial value: 1 1 1 1 1 1 1 1

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

8210 Parity Control Register (PCR)

The parity control register (PCR) isa 16-bit read/write register that selects the parity polarity and
space to be parity checked. PCR isinitialized to H'0000 by a power-on reset, but is not initialized
by amanual reset or by the standby mode.
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Bitt 15 14 13 12 11 10 9 8
Bitname:‘ PEF \ PFRC‘ PEO ’PCHKl‘ PCHKO‘ —

Initial value: 0 0 0 0 0 0 0 0
R/W: R/W R/W R/W R/W R/W — — —

Bit: 7 6 5 4 3 2 1 0
gitname: | — | — | — | — | — | — | — | — |
Initial value: 0 0 0 0 0 0 0 0

R/W: — — — — — — — _

« Bit 15 (parity error flag (PEF)): When a parity check is done, PEF indicates whether a parity
error has occurred. O indicates that no parity error has occurred; 1 indicates that a parity error
has occurred.

Bit 15: PEF Description

0 No parity error (initial value).
Cleared by reading PEF after it has been set to 1, then writing 0 in
PEF.

1 Parity error has occurred.

» Bit 14 (parity output force (PFRC)): PFRC selects whether to produce aforced parity output
for testing the parity error check function. When cleared to 0, there is no forced output; when
set to 1, it produces aforced output of high level from the DPH and DPL pinswhen datais
output, regardless of the parity.

Bit 14: PFRC Description
0 Parity output not forced (initial value)
1 High output forced

e Bit 13 (parity polarity (PEO)): PEO selects even or odd parity. When cleared to O, parity is
even; when set to 1, parity is odd.

Bit 13: PEO Description
0 Even parity (initial value)
1 Odd parity

» Bits12 and 11 (parity check enable bits 1, 0 (PCHK1 and PCHK0)): These bits determine
whether or not a parity is checked and generated, and select the check and generation spaces.
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Bit 12: PCHK1 Bit 11: PCHKO Description

0 0 Parity not checked and not generated (initial value)
1 Parity checked and generated only in DRAM area

1 0 Parity checked and generated in DRAM area and area 2
1 Reserved

e Bits 10-0 (reserved): These bits aways read as 0. The write value should always be 0.

8.211 Noteson Register Access

RCR, RTCSR, RTCNT, and RTCOR differ from other registersin being more difficult to write.
Data requires a password when it is written. This prevents data from being mistakenly overwritten
by program overruns and the like.

Writing to RCR, RTCSR, RTCNT, and RTCOR: Use only word transfer instructions. Y ou
cannot write with byte transfer instructions. As figure 8.2 shows, when writing to RCR, place
H'5A in the upper byte and the write datain the lower byte. When writing to RTCSR, place H'A5
in the upper byte and the write data in the lower byte. When writing to RTCNT, place H'69 in the
upper byte and the write datain the lower byte. When writing to RTCOR, place H'96 in the upper
byte and the write datain the lower byte. These transfers write data in the lower byte to the
respective registers. If the upper byte differs from the above passwords, no writing occurs.

15 87 0
RCR H'5A Write data
15 87 0
RTCSR H'A5 Write data
15 87 0
RTCNT H'69 Write data
15 87 0
RTCOR H'96 Write data

Figure8.2 Writingto RCR, RTCSR, RTCNT, and RTCOR

Reading from RCR, RTCSR, RTCNT, and RTCORP: These registers are read like other
registers. They can be read by byte and word transfer instructions. If read by word transfer, the
value of the upper eight hitsis H'00.
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8.3 Address Space Subdivision

831 Address Spaces and Areas

Figure 8.3 shows the address format used in thisLSl.

I 4 Ghyte space
128 Mbyte space
: 16 Mbyte space

< 4 Mbyte space —————»!
| |

A

Y.Y .V

A31-A28 [A27| A26-A24 |A23,A22| A21 A0
I— Output address:
Output from address pins
A21-A0

—— Ignore: Only valid when the address multiplex
function is being used in the DRAM space (area 1);
not output in other cases. When not output,
becomes shadow.

—— Area selection:
Decoded to become chip select signals CS0-CS7 for areas 0-7

Basic bus width selection:

Not output externally, but used for basic bus width selection
When 0, (H'0000000—H'7FFFFFF), the basic bus width is 8 bits.
When 1, (H'8000000-H'FFFFFFF) the basic bus width is 16 bits.

—— lIgnore: Always ignore, not output externally

Figure8.3 AddressFormat

Sincethis LS| uses a 32-bit address, 4 Gbytes of space can be accessed on the architecture;
however, the upper 4 bits (A31-A28) are always ignored and not output. Bit A27 is basically only
used for switching the bus width. When the A27 bit is 0 (H'0000000-H'7FFFFFF), the bus width
is 8 hits; when the A27 bit is 1 (H'8000000—H'FFFFFFF), the bus width is 16 bits. Of the
remaining 27 bits (A26-A0), atotal 128 Mbyte can thus be accessed.

The 128 Mbyte space is subdivided into 8 areas (areas 0—7) of 16 Mbytes each according to the
values of bits A26-A24. The space with bits A26-A24 as 000 isarea 0 and the space 111 isarea 7.
The A26-A24 bits are decoded and become the chip select signals (CS0-CS7) of the
corresponding areas 0—7 and output. Table 8.6 shows how the spaceis divided.
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Table 8.6

How SpaceisDivided

Capacity Bus CS
Area Address Assign-able Memory (linear space) Width Output
0 H'0000000 — H'OFFFFFF  On-chip ROM*1 16 kB*3 32 —
32 kB**
External memory*2 4 MB 8/16*> CSO
1 H'1000000 — H'1FFFFFF External memory 4 MB 8 CS1
DRAM*6 16 MB 8 RAS CAS
2 H'2000000 — H'2FFFFFF External memory 4 MB 8 CS2
3 H'3000000 — H'3FFFFFF  External memory 4 MB 8 CS3
4 H'4000000 — H'4FFFFFF External memory 4 MB 8 CS4
5 H'5000000 — H'5FFFFFF  On-chip peripheral module 512 B 8/16*"7 —
6 H'6000000 — H'6FFFFFF  External memory*9 4 MB 8/16*8 CS6
Multiplexed 1/O 4 MB
7 H'7000000 — H'7FFFFFF  External memory 4 MB 8 CS7
H'8000000 — H'8FFFFFF  On-chip ROM*1 16 kB*3 32 —
32 kB**
External memory*2 4 MB 8/16*> CS0
1 H'9000000 — H'9FFFFFF External memory 4 MB 16 Cs1
DRAM*6 16 MB 16 RAS CAS
2 H'A000000 — H'AFFFFFF External memory 4 MB 16 CS2
3 H'BO00000 — H'BFFFFFF External memory 4 MB 16 CS3
4 H'C000000 — H'CFFFFFF External memory 4 MB 16 Cs4
5 H'D000000 — H'DFFFFFF External memory 4 MB 16 CS5
6 H'E000000 — H'EFFFFFF External memory 4 MB 16 CS6
7 H'FO00000 — H'FFFFFFF  On-chip RAM 1kB 32 —
Notes: 1. When MD2-MDO pins are 010

For SH7020
For SH7021
Select with MDO pin

No gk oobN

When MD2-MDO pins are 000 or 001

Select with DRAME bit in BCR
Divided into 8-bit and 16-bit space according to value of address bit A8 (Long word

accesses are inhibited, however, in on-chip peripheral modules with bus widths of 8
bits. Some on-chip peripheral modules with bus widths of 16 bits also have registers
that are only byte-accessible and registers for which byte access is inhibited. For
details, see the sections on the individual modules.)
8. Divided into 8-bit space and 16-bit space by value of address bit A14

9. Select with IOE bit of BCR
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Asfigure 8.4 shows, specific spaces such as DRAM space and address/data multiplexed 1/O space
are dlocated to the 8 areas. Each of the spaces is equipped with the necessary interfaces. The
control signals needed by DRAM and peripheral LSIswill be output by the chip to devices
connected to an area allocated to the appropriate type of space.

832 BusWidth

The primary bus width selection on for this chip is made by switching between 8-bit and 16 bit
using the A27 bit. When A27 is O, the bus width is 8 bits and data is input/output through the
AD7-ADO pins; when A27 is 1, the size is 16 bits and data is input/output through the AD15—
ADO pins for word accesses. For byte access, the top byte isinput/output through AD15-AD8 and
the lower byte through AD7-ADO. When the bus width is 8 bits or byte accessis being performed
with a 16-bit bus width, the status of the eight AD pinsthat are not inputting/outputting datais as
shown in appendix B, Pin States.

Bus widths are also determined by conditions other than the A27 bit for specific areas:

« AreaOisan 8-bit external memory space when the MD2-M DO pins are 000, a 16-bit external
memory space when the same bits are 001, and a 32-bit on-chip ROM space when they are
010.

* Area5isan 8-bit on-chip peripheral module space when the A27 bit and A8 bit are both 0 and
a 16-bit on-chip peripheral module space when the A27 bit is 0 and the A8 bit is 1. When the
A27 bitis1, it isa16-bit external memory space.

* Area6isan 8-bit bus width when the A27 bit and A14 bit are both 0 and a 16-bit bus width
when the A27 bit is 0 and the A14 bit is 1. When the A27 bit is 1, it isa 16-bit space.

e Area7isa32-bit on-chip RAM space when the A27 hit is 1 and an 8-bit external memory
space when the A27 bit is 0.

Word (16-hit) data accessed from 8-bit bus areas and longword (32-bit) data accessed from 16-hit
bus areas require two consecutive accesses. Longword (32-bit) data accessed from 8-bit bus areas
reguires four consecutive accesses.

833  Chip Select Signals (CS0—CS7)

When the A26-A24 bits of the address are decoded, they become chip select signals (CS0-CS7)
for areas 0—7. When an area is accessed, the corresponding chip select pins are driven low. Table
8.7 shows the relationship between the A26-A24 bits and the chip select signals.
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Table8.7 A26-A24Bitsand Chip Select Signals

Address
A26 A25 A24 Area Selected Chip Select Pin Driven Low
0 0 0 Area 0 CSo
1 Area 1 Ccs1
1 0 Area 2 CS2
1 Area 3 CS3
1 0 0 Area 4 CS4
1 Area 5 CS5
1 0 Area 6 CS6
1 Area 7 Cs7

The chip select signal is output only for external accesses. When accessing the on-chip ROM (area
0), on-chip peripheral modules (area5) and on-chip RAM (area 7), the CSO0, CS5, and CS7 pins
are not driven low. When accessing DRAM space (area 1), select the RAS and CAS signals with
the pin function controller.

8.34 Shadows

The size of each areais 16 Mbytes, which can be specified with 24 address bits A23-A0 for 8-bit
spaces and 16-bit spaces alike. Bits A23 and A22, however, output externally only when the
address multiplex function is used in DRAM space (area 1); in al other cases, there is no output,
so the actually accessible areafor al areasisthe 4 Mbyte that can be specified with 22 bits A21—
AO0. No matter what the values of A23 and A22, the same 4 Mbytes of actua spaceis accessed. As
illustrated in figure 8.4 (a), the A23 and A22 bit regions 00, 01, 10 and 11 are called shadows of
actual areas. Shadows are allocated in 4-Mbyte units for both 8-bit and 16-bit bus widths. When
the same addresses H'3200000, H'3600000, H'3A 00000 and H'3E00000 are specified for values
A21-A0, as shown in figure 8.4 (b), the same actual spaceis accessed regardless of the A23 and
A22 hits.

In areas whose bus widths are switchable using the A27 address bit, the shadow of the same actual
spaceis alocated to both A27 = 0 spaces and A27 = 1 spaces (figure 8.4(a)). When the value of
A27 is changed, the valid AD pins switch from AD15-ADO0 to AD7-ADO, but the actual space
accessed remains the same.

The spaces of on-chip ROM (area 0), DRAM (area 1), on-chip peripheral modules (area 5) and on-
chip RAM (area 7) have shadows of different sizes from those discussed above. See section 8.3.5,
Description of Areas, for details.

118 HITACHI



Logical address space

Actual space

Area
accessible
with A21-A0

H'BO0O000O [
H'3000000 N
H'B3FFFFF _ Shadow \\
H'B400000 H'é3FFFF_|_:_ (A23, A22 = 00) \\\
. AN
' NN \
HB7FFFEFF | 2400000 Shadow NN
_ \ 3
HuBSOOOOO H.37FFFFF (A23, A22 - 01) ) ,\K:////
' . ~ - /%
HBBFFFFF | 138000001 o o TR
' = / -
H'BC00000 H'3BFFFFF (A23, A22 =10) - ///
N ,
Hl 7
e Mt Shadow J
(A23,A22=11) |
H'3FFFFFF y
16-bit space 8-bit space
a. Shadow allocation
Logical address space
H'3000000
H'3200000 ———» G
Location indicated
H'33FFFFF by address
H'3400000
H'3600000 ———» NANANAN
Location indicated
H'37FFFFF by address N
H'3800000 e

H'3A00000 ——»

H'3BFFFFF
H'3C00000

H'3E00000 ——p
H'3FFFFFF

Actual space

Location indicated
by address

Location indicated
by address

8-bit space

Location actually
accessed

b. Actual space accessed when addresses are specified

4 Mbytes

Figure8.4 Shadows
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835 Area Description

Area 0: Area 0 isthe areawhere addresses A26-A24 are 000 and its address range is H'0000000-
H'OFFFFFF and H'8000000-H'8FFFFFF. Figure 8.5 isamemory map of areaO.

Area 0 can be set for use as on-chip ROM space or external memory space with the mode pins
(MD2-MDQ0). The MD2-M DO pins also determine the bus width, regardless of the A27 address
bit. When MD2-MDO are 000, area 0 is an 8-hit external memory space; when they are 001, area
0 isa16-hit external memory space; and when they are 010, it is a 32-bit on-chip ROM space.

In the SH7020, the capacity of the on-chip ROM is 16 kbyte, so bits A23-A14 areignored in on-
chip ROM space and the shadow isin 16 kbyte units. In the SH7021, the capacity of the on-chip
ROM is 32 kbyte, so bits A23—-A15 are ignored in on-chip ROM space and the shadow isin 32
kbyte units. The CSO signal is disabled in on-chip ROM space.

In external memory space, the A23 and A22 bits are not output and the shadow isin 4-Mbyte
units. When external memory space is accessed, the CS0 signal is valid. The external memory
space has along wait function, so between 1 and 4 states can be selected for the number of long
waits inserted into the bus cycle using the areas 0 and 2 long wait insertion bits (A02LW1,
A02LWO) of wait state controller 3 (WCR3).
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Logical address space Logical address space
H'8000000 = H'8000000 [
H'8003FFF(SH7020) |—— )
' H'0000000 = | 0
H'8007FFF(SH7021) | H 0000 Shadow | H'0000000
H'8004000(SH7020) | H'0003FFF !
H'B008000(SH7021)|  (SH7020)| Shadow | Shad
HO007FFF|  shadow |\ H'83FFFFF adow
(SH7021) o H'8400000
m A HO3FFFFF
H'004000 s C
(SH7020) VY H'0400000
H'0008000 L .
~ v Actual space
(SH7021) i P —— Shadow | © p
\ \ Actual space H'8800000 H:(s;#?FFF _f'{',:' External
. . N B memor
i /| On-chip ROM H'0800000 . Spacey
*); SH7020: (4 Mbytes)
N srrozs h N
' : H'8BFFFFF Shadow | /)
i 82 kbyte] 1800000 {7+ MD2-MDO =
i/« Valid HOBEFFEE 1 000: 8-bit
| ; addresses H'0C00000 ! access,
:/ | A15-A0 /' 001: 16-hit
I /: (A23-A16 Shadow | access
H'8FFC000| - o/ ignored) H8FFFFFFL_ /e Valid
(SH7020)[--... Shadow |/ « CSO0 not ! addresses
H'8FF8000 L——— Shadow |- valid H'OFFFFFF A21-A0
(SH7021) H O e ad 8 or 16 8or 16 (A23 and
HgoFFaoo(% acow bit space bit space A22 not
(SH7021) output)
H'OFFFFFF + CS0 valid
* Long wait
32-bit space 32-bit space function
MD2-MDO = 010 MD2-MDO = 000 or 001
Note: The bus width of area 0 is determined by the MD2—MDO pins regardless of the A27 bit
setting.

Figure85 Memory Map of Area 0

Area l: Arealisthe areawhere addresses A26-A24 are 001 and its address range is H'1000000—
H'1FFFFFF and H'9000000-H'9FFFFFF. Figure 8.6 isa memory map of area 1.

Area 1 can be set for use as DRAM space or external memory space with the DRAM enable bit
(DRAME) of the bus control register (BCR). When the DRAME bit is 0, it is external memory

space; when DRAME is 1, itis DRAM space.

In external memory space, the bus width is 8 bits when the A27 bit is0 and 16 bitswhen it is 1.

Bits A23 and A22 are not output and the shadow isin 4-Mbyte units. When external memory is
accessed, the CS1 signal isvalid.

DRAM spaceis atype of externa memory space, but it is configured especially to be connected to
DRAM so it outputs strobe signals required for this purpose. Its buswidth is 8 bitswhen it is 0 and
16 bitswhen it is 1. When the multiplex enable bit (MXE) of the DRAM control register (DCR) is
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set to 1 to use the address multiplex function, bits A23-A0 are multiplexed and output from pins
A15-A0, so amaximum 16-Mbyte space can be used. When DRAM space is accessed, the CS1
signal is not valid and the pin function controller should be set for access with CAS (CASH and
CASL) and RAS signals.

Logical address space Logical address space

H'9000000[ "~ H'9000000[ -
Actual space
H'1000000 : H'1000000 '
H'93FFFFF Shadow
H'9400000 ..
H'13FFFFF
H'1400000 L
. Actual space
H'O7FFFFF|_ Shadow | Eyternal
H'9800000( .. - 2 memory DRAM
H'17FFFFF - 1| space space
H'1800000 “/i| (4 Mbytes) Shadow (maximum
T 16 Mbytes)
HOBFFFFF Shadow |/ ;- Valid
H'9C00000[ ™~ ;¢ address
H1BFEFFE i P2h0
; o | (A23 and
H'1C00000 | A2 ot
! output)
, Shadow |/ +CSi ,
HOFFFFFFL__ ! vaig  HOFFFFFFL__
H'1FFFEFF ’ H'1FFFFFF.
A27 =1: A27 =0: A27 = 1: A27 = 0: . Multiplexed
16-bit space  8-bit space 16-bit space  8-bit space (MXE = 1).
16-bit space
» Not multi-
plexed
(MXE = 0):
4 Mbyte
space
» CS1 not
valid (CAS,
RAS output)
DRAME =0 or DRAME =1, MXE =0 DRAME =1

Figure8.6 Memory Map of Areal

Areas 2—4: Areas 24 are the areas where addresses A26-A24 are 010, 011 and 100, respectively,
and their address ranges are H'2000000-H'2FFFFFF and H'A000000—H'AFFFFFF (area 2),
H'3000000—H'3FFFFFF and H'BO00000—H'BFFFFFF (area 3), and H'4000000-H'4FFFFFF and
H'C000000—H'CFFFFFF (area 4). Figure 8.7 isamemory map of area 2, which is representative
of areas 2—4.
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Areas 24 are always used as external memory space. The buswidth is 8 bits when the A27 bit is
0 and 16 bitswhen it is 1. A23 and A22 bits are not output and the shadow isin 4-Mbyte units.
When areas 24 are accessed, the CS2, CS3, and CS4 signals are valid. Area 2 has along wait
function, so between 1 and 4 states can be selected for the number of long waits inserted into the
bus cycle using the bits AO2LW1 and A02LWO0 of WCR3.

H'A000000 |

H'A3FFFFF

H'A400000 |

H'A7FFFFF

H'A800000 |~

H'ABFFFFF

H'AC00000 |

H'AFFFFFF |

Logical address space

H'2000000 |

Shadow
H23FFFFF
H'2400000

Shadow
H'27FFFFF
H'2800000

Shadow
H'2BFFFFF
H'2C00000

Shadow
H'2FFFFFF|
16-bit space 8-bit space

“ Actual space

External
memory space
i (4 Mbytes)

* / «Valid addresses A21-A0
7/ (A23 and A22 not output)
/. +CS2 valid
« Long wait function

Figure8.7 Memory Map of Area 2
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Area5: Area5isthe areawhere addresses A26-A24 are 101 and its address range is H'5000000—
H'5FFFFFF and H'D000000—H'DFFFFFF. Figure 8.8 is amemory map of area 5.

Area5 isallocated to on-chip peripheral module space when the A27 address bit is 0 and externa
memory space when A27 is 1. In on-chip peripheral module space, bits A23-A9 are ignored and
the shadows are in 512-byte units. The bus width is 8 bits when the A8 bit is 0 and 16 bits when
A8is 1. When on-chip peripheral module space is accessed, the CS5 signal is not valid. In
external memory space, the A23 and A22 bits are not output and the shadow is in 4-Mbyte units.
The bus width is always 16 bits. When external memory space is accessed, the CS5 signal is valid.

Logical address Logical address
space space
H'5000000 : H'D000000
H'50001FF | _Shadow .
Shadow |,
Shadow
Shadow |\3:
H'D3FFFFF
H'D400000 -+ Actual
space
. Actual
i\ space Shadow 1| External
2| memory
H'D7FFFFF s space
/on chip HD800000 /| (4 Mbytes)
:: peripheral I
7 module space Shadow |/ ./« Valid
‘i (512 bytes) / addresses
A8 = 0: H'DBFFFFF ;1 A21-AD
8-bit space H'DC00000 + A23 and A22
A8 =1:16-bit space* / not output)
Shadow * Ignored Shadow :: « CS5 valid
Shadow | addresses: ;
H'5FFFEQD i A23-A9 :
H5FFFFFF|_Shadow | (Valid addresses H'DFFFFFF
8 or 16-bit A8-A0) 16-bit space
space + CS5 not valid

Note: Some registers in onchip peripheral modules can only be accessed as 8-bit registers
even though they occupy 16 bits (see Appendix A).

Figure8.8 Memory Map of Area5

Area 6: Area6 isthe area where addresses A26-A24 are 110 and its address range is H'6000000—
H'6FFFFFF and H'EOOO000—H'EFFFFFF. Figure 8.9 is amemory map of area 6.
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In area 6, the space when A27 is O is alocated to address/data multiplexed 1/0 space when the
multiplexed I/O enable bit (IOE) of the bus control register (BCR) is 1 and external memory space
when the IOE hit is0. When A27is 1, it is always external memory space.

The multiplexed 1/0O space is atype of external memory space but the address and data are
multiplexed and output from AD15-ADO0 or AD7-ADO. The bus width is 8 bits when the A14 bit
is0 and 16 bitswhen the A14 bit is 1. The A23 and A22 bits are not output and the shadow isin 4-
Mbyte units. When multiplexed /O space is accessed, the CS6 signal isvalid.

In external memory space, the bus width is 8 bits when both the A27 and A14 bitsare 0 and 16
bits when the A27 bit is 0 and the A14 bit is 1. When the A27 bitis 1, it is always a 16-bit space.
The A23 and A22 bits are not output and the shadow is in 4-Mbyte units. When external memory
is accessed, the CS6 signal is valid. The external memory space has along wait function so
between 1 and 4 states can be selected for the number of long waits inserted into the bus cycle
using the area 6 long wait insertion bits (A6LW1 and A6LWO0) of WCRS3.
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Logical address Logical address

space space
H'6000000 , H'EO00000
Shadow Shadow
H'63FFFFF H'E3FFFFF :
H'6400000 . Actal H'E400000 .. Actual
: space . space
. 1 Multiplexed i
Shadow /O space Shadow External
%1 or external 4| memory
H'67FFFFF | memory H'E7FFFFF ‘il space
H'6800000 § '-,. space H'E800000 \ (4 Mbytes)
1 (4 Mbytes) Iy
Shadow | i |OE = 1: Shadow |! 1+ valid
/{1 address/data addresses
H'6BFEEFF . 1 multiplexed 1/O H'EBFFEEF ’ A21-A0 (A23
H'6C00000 ,‘ space; H'EC00000 ¢ and A22 not
IOE = 0: external ! output)
/' memory space !« CS6 valid
Shadow 1 * Al4 = 0: 8-bit space Shadow ! * Long wait
i Al4 =1:16-bit space " function
H'6FFFFFF * Valid addresses H'EFFFFFF
8 or 16-bit A21-A0 (A23 and 16-bit space
space A22 not output)
» CS6 valid

« Long wait function

Figure89 Memory Map of Area 6

Area7: Area7 isthe areawhere addresses A26-A24 are 111 and its address range is H'7000000—
H'7FFFFFF and H'FO00000-H'FFFFFFF. Figure 8.10 is amemory map of area 7.

Area7 isalocated to external memory space when A27 is 0 and on-chip RAM space when A27 is
1. In external memory space, the bus width is 8 bits. The A23 and A22 bits are not output and the
shadow isin 4-Mbyte units. When external memory is accessed, the CS7 signal isvalid.

The on-chip RAM space has an bus width of 32 bits. The on-chip RAM capacity is 1 kbytes, so
A23-A10 are ignored and the shadows are in 8-kbyte units. During on-chip RAM access, the CS7
signal isnot valid.
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Logical address Logical address
space space
H'7000000 H'FO00000
H'FO003FF| Shadow |
Shadow |,
Shadow Shadow
H'73FFFFF :
H'7400000 i Actual
. space
3 Actual
ShadOW :’ EXternal Space
= memory
H'77FFFFF - 1| space
H'7800000 . '*| (4 Mbytes)
Nt i :
:7+0On-chip
o : ' RAM space
Shadow |; : * Valid
+:1  addresses 1 prtes,
,' H A21-A0 * Valid
H'7BFFFFF . addresses
H'7C00000 | (A23and A22 A9_AO
1 not output)
!« CS7 valid - (A23-A10
Shadow | Shadow not output)
! Shadow » CS7 not
: H'FFFFCO00 valid
H7FFFFFF HFFFFFFF|_Shadow
8-bit space 32-bit space
Figure810 Memory Map of Area7
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8.4 Accessing External Memory Space

In external memory space, strobe signal is output based on the assumption of a directly connected
SRAM. The external memory space is allocated to the following areas:

e Area0 (when MD2-MDO are 000 or 001)

¢ Areal (whenthe DRAM enable bit (DRAME) of the BCR is0)

eAreass 24

e Areab (space where address A27is 1)

< Area6 (when the multiplexed 1/O enable bit (IOE) bit of the BCR is 0, or space where address
A27is1)

* Area7 (space where address A27is0)

84.1 Basic Timing

The bus cycle for external memory space accessis 1 or 2 states. The number of statesis controlled
with the wait states by the settings of wait state control registers 1-3 (WCR1-WCR3). For details,
see section 8.4.2., Wait State Control. Figures 8.11 and 8.12 illustrate the basic timing of external
Memory space access.

T1

- »
- >

s X —

CSn

RD
(Read)

AD15-ADO ‘
(Read) ‘ ‘ < ‘ >

Figure8.11 Basic Timing of External Memory Space Access (1-stateread timing)
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Read

Write

A21-A0

|

@)
90)
=]

‘VVhen
RDDTY=0:

AD15-ADO ‘ )

WRH,

=

RL

AD15-AD0 — ><

Figure8.12 Basic Timing of External Memory Space Access (2-state read timing)

High-level duties of 35% and 50% can be selected for the RD signal using the RD duty bit
(RDDTY) of the BCR. When RDDTY is set to 1, the high-level duty is 35% of the T1 state,
enabling longer access times for external devices. Only set to 1 when the operating frequency isa
minimum of 10 MHz.

84.2

Wait State Control

The number of external memory space access states and the insertion of wait states can be
controlled using the WCR1-WCR3 bits. The bus cycles that can be controlled are the CPU read
cycle and the DMAC dual mode read cycle. The bus cycle that can be controlled using the WCR2
isthe DMAC single-mode read/write cycle.

Table 8.8 shows the number of states and number of wait states in the access cycles to external
memory spaces.
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Table8.8 Number of Statesand Number of Wait Statesin the Access Cyclesto External
Memory Spaces

CPU read cycle, DMAC dual mode read cycle,

’ . CPU Write Cycle and
DMAC single mode read/write cycle

DMAC Dual Mode Write
Corresponding Bits in Corresponding Bits in  Cycle (Cannot be

Area WCR1 and WCR2 =0 WCR1 and WCR2 =1 controlled by WCR1)*2

1,3-5,7 1 cycle fixed; WAIT signal 2 cycles fixed + wait state from WAIT signal
ignored

0, 2, 6 (long 1 cycle + long wait state, 1 cycle + long wait state*! + wait state from WAIT

wait available) ~ WAIT signal ignored signal

Notes: 1. The number of long wait states is set by WCR3.
2. When DRAME = 1, short pitch/long pitch is selected with the WW1 bit of the WCR1.

3. Pin wait cannot be used for the CS7 and WAIT pins of area 3 because they are
multiplexed.

For the CPU read cycle, DMAC dual mode read cycle and DMAC single mode read/write cycle,
the access cycleis completed in 1 state when the corresponding bits of WCR1 and WCR2 for
areas 1, 3-5, and 7 are cleared to 0 and the WAIT pin input signal is not sampled. When the bits
are set to 1, the WAIT signal is sampled and the number of statesis 2 plus the number of wait
statesin the WAIT signal. The WAIT signal is sampled at the rise of the system clock (CK)
directly preceding the second state of the bus cycle and the wait states are inserted as long as the
level islow. When ahigh level is detected, it shifts to the second state (final state). Figure 8.13
shows the wait state timing when accessing the external memory spaces of areas 1, 3, 4, 5, and 7.
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‘ ‘ : “ : ‘ ‘
«
A21-A0 : >< : : : ><
‘ N ‘

«

)
«

b))
[(4

Read

AD15-ADO ‘ 2 ‘ )

RH,

|

=

RL | ‘ | )
: («(
Write

AD15-ADO0 : : \ : ‘ : /

Q)

o
N\

Figure8.13 Wait State Timing for External M emory Space Access (2 states plus wait states
from WAIT signal)

Areas 0, 2 and 6 have long wait functions. When the corresponding bitsin WCR1 and WCR2 are
cleared to O, the access cycleis 1 state plus the number of long wait states (set in WCR3,
selectable between 1 and 4) and the WAIT pin input signal is not sampled. When the hits are set to
1, the WAIT signal is sampled and the number of statesis 1 plus the number of long wait states
plus the number of wait statesin the WAIT signal. The WAIT signal is sampled at the rise of the
system clock (CK) directly preceding the last long wait state and the wait states are inserted as
long asthelevel islow. When ahigh level is detected, it shiftsto the final long wait state. Figure
8.14 shows the wait state timing when accessing the external memory spaces of areas 0, 2, and 6.
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Wait state Wait

Wait states from WAIT states set
set in WCR3 __signal input, in WCR3
T Towr o Twe 0 Tw 0 Tiwe
A21-A0
CSn
RD
Read ‘ ‘
RH, WRL
Write

AD15-ADO 4< >_

AIT

O

o
\

Figure8.14 Wait State Timing for External Memory Space Access (1 state pluslong wait
state (when set to insert 3 states) plus wait states from WAIT signal)

For CPU write cycles and DMAC dua mode write cyclesto external memory space, the number
of states and wait state insertion cannot be controlled by WCR1. In areas 1, 3, 4, 5, and 7, the
WAIT signal is sampled and the number of statesis 2 plus the number of wait states in the WAIT
signal (figure 8.13). In areas 0, 2 and 6, the number of statesis 1 state plus the number of long
wait states plus the number of wait statesin the WAIT signa (figure 8.14). Never write 0 in bits
7-2 and 0 of WCRZ; only write 1. When area 1 is being used as external memory space, never
write 0 to bit 1 (WW1); always write 1.
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8.4.3 Byte Access Control

The upper byte and lower byte control signals when 16-bit bus width space is being accessed can
be selected from (WRH, WRL, A0O) or (WR, HBS, LBS). When the byte access select bit (BAS)
of the BCR is set to 1, the WRH, WRL, and AO pins output WR, LBS and HBS signals. Figure
8.15 illustrates the control signal output timing in the byte write cycle.

Upper byte access Lower byte access
T1 : T2 : T1 : T2

o >t

v
'y
v

r A0
BAS = 0< WRH
LWRL / |
;
HBS | | | | |
BAS=19 g5 ‘ ‘ ‘ ‘ - S
L WR \ / A\ / :

Figure8.15 Byte Access Control Timing For External Memory Space Access (Write Cycle)

The WRH, WRL system and the HBS, LBS system are available as byte access signals for the 16-
bit space in the address/data multiplexing space and the external memory space.

These strobe signals are assigned to pinsin the manner: AO/HBS, WRH/LBS, WRL/WR, and the
BAS hit of the bus control register (BCR) is used to switch specify signal sending.

Note that the byte access signals are strobe signal's dedicated to byte access to a 16-bit space and
not to be used for byte access to an 8-bit space. When making an access to an 8-hbit space, use the
AO/HBS pin as AQ irrespective of the BAS bit value (0 or 1) to use the WRL/WR pin asthe WR
pin, and avoid using the WRH/LBS pin.
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8.5 DRAM Interface Operation

When the DRAM enable bit (DRAME) of the BCR is set to 1, area 1 becomes DRAM space and
the DRAM interface function is available, which permits direct connection of thisL S| to DRAMSs.

85.1 DRAM Address Multiplexing

When the multiplex enable bit (MXE) of the DRAM area control register (DCR) isset to 1, row
addresses and column addresses are multiplexed. This allows DRAMSs that require multiplexing of
row and column addresses to be connected directly to the SH microprocessors without additional
multiplexing circuits. When addresses are multiplexed (MXE = 1), setting of the DCR’s multiplex
shift bits (MXC1, MXCO) allows selection of eight, nine and ten-bit row address shifting. Table
8.9 illustrates the relationship between MXC1/MXCO bits and address multiplexing.
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Table8.9 Relationship between Multiplex Shift Count Bits (M XC1, MXCO0) and Address

Multiplexing

Shift Amount 8 bits Shift Amount 9 bits Shift Amount 10 bits

Output Output Output Output Output Output

Row Column Row Column Row Column

Output Pin  Address Address Address Address Address Address
A21 A21 A21 A21
A20 A20 A20 A20
Al9 Undefined Al9 Al9 Al9
Al18 Value Al18 Undefined Al18 Al18
Al7 Al7 Value Al7 Undefined Al7
Al16 Al6 Al16 Value Al16
Al5 A23 Al15 Al15 Al5
Al4 A22 Al4 A23 Al4 Al4
Al13 A21 A13 A22 A13 A23 Al13
A12 A20 A12 A21 A12 A22 A12
All A19 All A20 All A21 All
A10 A18 A10 A19 A10 A20 A10
A9 Al7 A9 Al8 A9 Al19 A9
A8 Al16 A8 Al17 A8 A18 A8
A7 Al15 A7 Al16 A7 Al17 A7
A6 Al4 A6 A15 A6 Al16 A6
A5 Al3 A5 Al4 A5 Al5 A5
Ad Al12 Ad A13 A4 Al4 Ad
A3 All A3 Al2 A3 Al3 A3
A2 A10 A2 A1l A2 Al12 A2
Al A9 Al A10 Al All Al
A0 A8 A0 A9 A0 A10 A0

Notes: The MXC1=1, MX0=1 setting is reserved. Do not use it.

For example, when MXC1 and MXCO are set to 00 and an 8-bit shift is selected, the A23-A8
address bit values are output to pins A15-A0 as row addresses. The values for A21-A16 are
undefined. The values of bits address A21-A0 are output to pins A21-A0 as column addresses.
Figure 8.16 depicts address multiplexing with an 8-bit shift.
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RAS = Low level

Internal address | A23 A8 |A7 AO |

Address pin | A21 Al16| Al5 AO |

«—>
Undefined output

CAS = Low level

Internal address |A23 A22| A21 A0

Address pin A21 AO

Figure8.16 Address Multiplexing States (8-bit shift)

8.5.2 Basic Timing

There are two types of DRAM accesses: short pitch and long pitch. Short pitch or long pitch can
be selected for the respective bus cycles using the RwW1 and WW1 bits of WCR1 and the DRW1
and DWW!1 bits of WCR2. When the corresponding bits are cleared to 0, DRAM access is short
pitch and column address output occursin 1 state. When these bits are 1, DRAM accessislong
pitch and column address output occursin 2 states. Figure 8.17 shows short pitch timing; figure
8.18 shows long pitch timing.

The high-level duty of the CAS signal can aso be selected between 50% and 35% of the T¢ state
when access is short pitch. By setting the CDTY bit to 1, high level duty becomes 35% and
DRAM access time can be lengthened. Only set to 1 when the operating frequency is a minimum
of 10 MHz.
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CK

A21-A0

RAS

CAS

RH, WRL
Read
AD15-ADO

RH, WRL
Write

AD15-ADO

Tr

Tc

Figure8.17 Short Pitch Access Timing
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CK

Row address Column address

A21-A0
RAS
CAS
WRH, WRL
Read :
N\
AD15-ADO ) >—
RH, WRL
Write :
— ‘ ‘ : ‘ ~
AD15-ADO | - ‘ : ‘ —
Figure8.18 Long Pitch Access Timing
85.3 Wait State Control

Prechar ge State Control: When the microprocessor clock frequency is raised and the cycle

period shortened, 1 cycle may not always be sufficient for the precharge time for the RAS signal
when the DRAM is accessed. The BSC allows the precharge cycle to be set to 1 state or 2 states
using the RAS signal precharge cycles bit (TPC) of the DCR. When the TPC bit is 0, the
precharge cycleis 1 state; when TPC is 1, the precharge cycle is 2 states. Figure 8.19 showsthe
timing when the precharge cycleis 2 states.

138 HITACHI




1 . T2 T Tl T2

A21-A0 ‘ : : Row address>< Column address

|

O
>
@)

Figure8.19 Precharge Timing (Long Pitch)

Control of Insertion of Wait States Using the WAIT Pin Input Signal: The number of wait
states inserted into the DRAM access cycle can be controlled by setting WCR1 and WCR2. When
the corresponding bitsin WCR1 and WCR2 are cleared to 0, the column address output cycle ends
in 1 state and no wait states are inserted. When the bit is 1, the WAIT pin input signal is sampled
on the rise of the system clock (CK) directly preceding the second state of the column address
output cycle and the wait state isinserted aslong as the level islow. When ahigh level is detected,
it shifts to the second state. Figure 8.20 shows the wait state timing in along pitch bus cycle.

Tp ‘ T, ‘ Tl Tew (wait state) T2
Kk TN N N S N
A21-A0 X ‘ ><Row address>< . Column address ‘ X

RAS

CAS
e N\
WAIT

N\

Figure8.20 Wait State Timing during DRAM Access (L ong Pitch)
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When the RW1 bit is set to 1, the number of wait states selected by CBR refresh wait state
insertion bits 1 and 0 (RLW1, RLWO) of the refresh control register (RCR) are inserted into the
CAS-before-RAS refresh cycle.

854 Byte Access Control

16-bit width and 18-bit width DRAMs require different types of byte control signals for access. By
setting the dual CAS signals/dual WE signals select bit (CW2) in the DCR, the BSC alows
selection of either the dual CAS signals or the dual WE signals system of control signals. When
16-bit space is being accessed and the CW2 bit is cleared to O for dual CAS signals, CASH,
CASL, and WRL signals are output; when CW2 is set to 1 for dual WE signals, the CASL, WRH,
and WRL signals are output. When accessing 8-bit space, WRL and CASL are output regardless
of the CW2 setting.

Figure 8.21 shows the control timing of the upper byte write cycle (short pitch) in 16-bit space.
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KT S S

A21-A0 ‘ ‘ Row address X Column address
RAS
Byte CASH
control
CASL ‘ ‘ ! ‘ . High level
RH : : : “High level fixed -
RL
(a) Dual CAS signals (CW2 =0)
Tp R T, R Te R
cK /—\_/—m
A21-A0 ‘ ‘ Row address X Column address
RAS
CASH ‘ : ‘ - High level fixed :
CASL
By’[e RH
control
WRL ‘ ‘ . High level

(a) Dual WE signals (CW2 = 1)

Figure8.21 Byte Access Control Timing for DRAM Access (Upper Byte Write Cycle, Short
Pitch)
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85.5 DRAM Burst Mode

In addition to the norma mode of DRAM access, in which row addresses are output at every
access and data then accessed (full access), the DRAM also has a high-speed page mode for use
when continuously accessing the same row. The high speed page mode enables fast access of data
simply by changing the column address after the row address is output (burst mode). Select
between full access and burst operation by setting the burst enable bit (BE)) in the DCR. When the
BE bit is set to 1, burst operation is performed when the row address matches the previous DRAM
access row address. Figure 8.22 shows the comparison of full access and burst operation.

RAS ?& / ?S} /
CAS |
Column address 1 J/ a(o:lg rg?snz
A21-A0 X
ADLS Row address 1 Row address 2
ADO Data 1 Data 2 >—
(a) Full access (read cycle)
RAS F
CAS
Column { Column{ Column { Column
address 1 address 2 address 3 address 4
A21-A0 X
Y]
AD15 Row address 1
ADE Data 1 >—< Data 2 >—< Data 3 >—< Data 4 »—

(b) Burst operation (read cycle)

Figure8.22 Full Accessand Burst Operation

Short pitch high-speed page mode or long pitch high-speed page mode burst transfers can be
selected independently for DRAM read/write cycles even when the burst operation is selected by
using the bits corresponding to area 1 in WCR1 and WCR2 (RW1, WW1, DRW1, DWW1). The
RAS down mode or RAS up mode can be selected by setting the RAS down bit (RASD) of the
DCR when there is an access outside the DRAM space during burst operation.

142 HITACHI




Short Pitch High-Speed Page M ode and L ong Pitch High-Speed Page M ode: When burst
operation is selected by setting the DCR’s BE hit to 1, the short pitch high-speed page mode or
long pitch high-speed page mode can be selected by setting the RW1, Ww1, DRW1, and DWW1
bits of the WCR1 and WCR2.

Short-pitch, high-speed page mode: When the Rw1, WW1, DRW1 and DWW1 bitsin the
WCRL1 and WCR2 are cleared to 0, and the corresponding DRAM access cycle is continuing,
the CAS signal and column address output cycles continue as long as the row addresses
continue to match. The column address output cycle is performed in 1 state and the WAIT
signal is not sampled. Figure 8.23 shows the read cycle timing for the short pitch high-speed
page mode.

Tp ‘ Ty ‘ Tc ‘ Te ‘ Tc ‘ Te

- Column @ Column i Column | Column

‘addre‘sil ‘ addresg 2‘ addres§3‘ addres§4 ‘

A21-
AO

]
Row address 1

RAS

CAS

WR

ADlia ‘ ‘ Data 1 >—< Data 2 >—< Data 3 >—< Data 4 >—

Figure8.23 Short Pitch High-Speed Page M ode (Read Cycle)

When the write cycle continues for the same row address in the short pitch high-speed page
mode, an open cycle (silent cycle) is produced for 1 cycle only. Thistiming is shown in figure
8.24. Likewise, when awrite cycle continues after the read cycle for the same row address, a
silent cycleis produced for 1 cycle. Thistiming is shown in figure 8.25. Note also that when
DRAM iswritten to in short-pitch, high-speed page mode when using DMAC single address
mode, asilent cycle isinserted in each transfer. The details of timing are discussed in section
20.3.3, Bus Timing.
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Access A ‘ Access B
Silent

o . Tr  T¢ . T¢ = cycle . Teg . Tg¢
N N A WD e N e ND o
: L - Column : Column . ‘Column : Column
‘ ! ‘ . address A-laddress A-2 . address B-1 address B-2
AD1— L ‘ N x . I \
o XX XX XX
‘ ‘ Row address ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
RAS
CAS _/
WR _/
AD15- — — — L . —
A0 Data A-1XData A-2)—————Data B-1XData B-2

Note: Access A and B are examples of 32-bit data accesses in their respective 16-bit bus width
spaces.

Figure8.24 Short Pitch High-Speed Page Mode (Write Cycle)
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Access A (read) ‘ Access B (write)

Silent
Tp ‘ T, ‘ Te ‘ Tc cycle . Tc ‘ Tc

Column ‘Column . Column | Column

: : ‘address A-1 address A-2 - address B-1 address B-2
A2l Ll X X X
o XXX XX XX
‘ Row address:
RAS /
CAS
WR / L L ‘ ‘ L L ‘ ‘
AD15- ; : ‘ ‘ ‘ ‘ ; ; : ;
ADO X ) X

: LA LA ‘ : x LR
Read data A-1 Read data A-2 Write data B-1 Write data B-2

Note: Access A and B are examples of 32-bit data accesses in their respective 16-bit bus width
spaces.

Figure8.25 Short Pitch High-Speed Page M ode (When read and write cycle continues with
the same row address)

The high-level duty of the CAS signal can be selected in the short pitch high-speed page mode
using the CAS duty bit (CDTY) in the DCR. When the CDTY hit iscleared to 0, high-level
duty is 50% of the TC state; when CDTY issetto 1, it is 35% of the T state.

« Long-pitch, high-speed page mode: When the RW1, WW1, DRW1, and DWW1 bitsin WCR1
and WCR2 are set to 1, and the corresponding DRAM access cycle is continuing, the CAS
signal and column address output cycles (2 states) continue as long as the row addresses
continue to match. When the WAIT signal is detected at the low level, the second cycle of the
column address output cycle is repeated as the wait state. Figure 8.26 shows the timing for the
long pitch high-speed page mode. See section 20.3.3, Bus Timing, for more information about
the timing.
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CK

A21-ADO X XCqumn address 1 XColumn address 2

7 ;
Row address 1

RAS

CAs _/
WR
Read _/
A

D15-ADO ) Data 1 Data 2)—
WR
Write
AD15-AD0 Data 1 Data 2

Figure8.26 Long Pitch High-Speed Page M ode (Read/Write Cycle)

RAS Down Mode and RAS Up Mode: Sometimes access to another area can occur between

accesses to the DRAM even though burst operation has been selected. Keeping the RAS signal at
low while this other access is occurring allows burst operation to continue the next time the same
row of the DRAM is accessed. The RASD hit in the DCR selects the RAS down mode when set to

1 and the RAS up mode when cleared to 0. In both RAS down mode and RAS up mode, burst

operation is continued while the same row address continues to be accessed, even if the bus master

is changed.

RAS Down Mode: When the RASD bit of DCR is set to 1, the DRAM access pauses and the

RAS signal isheld low throughout the access of the other space while waiting for the next

access to the DRAM area. When the row address for the next DRAM access is the same as the

previous DRAM access, burst operation continues. Figure 8.27 shows the timing of the RAS
down mode when external memory space is accessed during burst operation.

The RAS signal can be held down in the DRAM for alimited time; the RAS signal must be
returned to high within the specified limits even when the RAS down mode is selected since

the critical low level period is set. InthisLSl, even when the RAS down mode is selected, the

RAS signal automatically reverts to high when the DRAM s refreshed, so the BSC’ srefresh
control function can be employed to set a CAS-before-RAS refresh that will keep operation
within specifications. See section 8.5.6, Refresh Control, for details.
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External memory

space access
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Tp | Tr Te | Te T1 Te ‘ Te
| | I I
Column Column - External : Column @ Column

addressil address‘2 ‘ mgmory ‘address*B‘address*4‘

D GINED GEEED GHEED CHEED CHEED SHD &
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Row address

Data 1 y< Data 2 < < Data 3 » Data 4 —
External
memory data

Figure8.27 RASDown Mode

RAS Up Mode: When the RASD bit is cleared to 0, the RAS signal reverts to high whenever a
DRAM access pauses for access to another space. Burst operation continues only while
DRAM access is continuous. Figure 8.28 shows the timing when an external memory space
access occurs during burst operation in the RAS up mode.
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External memory

space access

DRAM access DRAM access

Tp | T, | Tc | Tc T1 Tp | T, | Tc
Column Column External memory - Column
©  address 1 address 2 address address 3
A2l-—————— ‘ —
[ SHED CHED S CHD CHND GHED SR Ch
Row address Row address
RAS | R |
CAS ‘ : ‘
AD15— : :
ADO Data 1 ){Data 2 X i Data 3 —
‘ External

memory data

Figure8.28 RASUp Mode

8.5.6 Refresh Control

The BSC has afunction for controlling DRAM refreshing. By setting the refresh mode bit
(RMODE) in the refresh control register (RCR), either CAS-before-RAS refresh (CBR) or self-
refresh can be selected. When no refresh is performed, the refresh timer counter (RTCNT) can be
used as an 8-bit interval timer.

CAS-Before-RAS Refresh (CBR): A refresh is performed at an interval determined by the input
clock selected in the clock select bits 2-0 (CK S2—CK S0) of the refresh timer control/status
register (RTCSR) and the value set in the refresh time constant register (RTCOR). Set the values
of RTCOR and CKS2—-CK S0 so they satisfy the refresh interval specifications of the DRAM being
used.

To perform a CBR refresh, clear the RMODE hit of the RCR to 0 and then set the refresh control
bit (RFSHE) bit to 1. Also writein the required valuesto RTCNT and RTCOR. When the clock is
thereafter selected in the CKS2—CK SO bits of the RTCSR, the RTCNT will begin to increment
from its current value. The RTCNT value is constantly compared to the RTCOR value and the
CBR refresh is performed when they match. The RTCNT is simultaneously cleared to H'00 and
incrementing begins again.

When the clock is selected in the CKS2—CK SO bits, the RTCNT immediately begins to increment
from its current value. This means that when the RTCOR cycle is set after the CKS2—CK S0 bits
are set, the RTCNT count may already be higher than the RTCOR cycle. When this occurs, the
RTCNT will overflow once (H'FF goes to H'00) and incrementing will start again. Since the CBR
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refresh will not be performed until the RTCNT again matches the RTCOR value, the initial refresh
interval will be rather long. It isthus advisable to set the RTCOR cycle prior to setting the CKS2—
CKS0 bits and start it incrementing. When CBR refresh control is being performed after its use as
an 8-bit interval timer, the RTCNT count value may be in excess of the refresh cycle. For this
reason, clear the RTCNT by writing H'00 before starting refresh control to assure a correct refresh
interval.

When the RW1 bit of WCR1 is set to 1 and the read cycleis set to long pitch, the number of wait
states selected by the RLW1 and RLWO bits of the RCR will be inserted into the CBR refresh
cycle, regardless of the status of the WAIT signal. Figure 8.29 showsthe RTCNT operation and
figure 8.30 shows the timing of the CBR refresh. For details on timing, see section 20.3.3, Bus
Timing.

RTCNT Compare Compare Compare Compare
value match match match match
RTCOR oo with RTCOR ___ with RTCOR _ with RTCOR __ with RTCOR
value
H'00 ? * * * > Time
Clock CBR CBR CBR CBR
selected with
CKS2-CKSO0 CBR: CAS-before-RAS refresh
Figure8.29 Refresh Timer Counter (RTCNT) Operation
| Trp } Trr } Tre }
CK ‘
RAS
CAS

Figure8.30 Output Timing for CAS-Before-RAS Refresh Signal

Self-Refresh Mode: Some DRAMSs have a self-refresh mode (parity back-up mode). Thisisa
type of a standby mode in which the refresh timing and refresh addresses are generated inside the
DRAM chip. When the RFSHE and RMODE bits of the RCR are both set to 1, the DRAM will
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enter the self-refresh mode when the CAS and RAS signals are output as shown in figure 8.31. See
section 20.3.3, Bus Timing, for details. The DRAM self-refresh mode is cleared when the
RMODE bit in the RCR is cleared to O (figure 8.31). The RFSHE hit should be left at 1 when this
is done. Some DRAM vendors recommend that after exiting the self-refresh mode, all row
addresses should be refreshed again. This can be done using the BCR’s CBR refresh function to

set al row addresses for refresh in software.

To access aDRAM areain the self-refresh mode, clear the RMODE bit to 0 and exit the self-
refresh mode.

The LSl can be kept in the self-refresh state and shifted to standby mode by setting it to self-
refresh mode, setting the standby bit (SBY) of the standby control register (SBY CR) to 1, and then
executing a SLEEP instruction.

[ TRD | Trr | } TRe | Tree |
CK_ /S s\
RAS )
. ! ! ! T T «
CAS ‘ ‘ ‘ ‘ ‘ ‘ »

Figure8.31 Output Timing of Self-Refresh Signal

Refresh Requests and Bus Cycle Requests. When a CAS-before-RAS refresh or self-refreshis
reguested during bus cycle execution, parallel execution is sometimes possible. Table 8.10
describes operation when the refresh and bus cycle are in contention.
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Table8.10 Refresh and Bus Cycle Contention

Type of Bus Cycle

External Space Access

External Memory Space, On-Chip ROM, On-Chip
Type of Multiplexed 1/0 Space DRAM Space RAM , On-Chip
Refresh Read Cycle Write Cycle Read Cycle Write Cycle Peripheral Access
CAS-before-  Yes No No No Yes
RAS refresh
Self-refresh Yes Yes No No Yes

Yes: Can be executed in parallel
No: Cannot be executed in parallel

When parallel execution isavailable, the RAS and CAS signals are output simultaneously during
bus cycle execution and the refresh is executed. When parallel execution is not available, refresh
occurs after the bus cycle has ended.

Using RTCNT asan 8-Bit Interval Timer: When not performing refresh control, RTCNT can be
used as an 8-hit interval timer. Simply set the RFSHE bit of the RCR to 0. To produce a compare
match interrupt (CM1), set the compare match interrupt enable bit (CMIE) to 1 and set the
interrupt generation timing in RTCOR. When the input clock is selected with the CKS2—CK S0
bits of the RTCSR, RTCNT starts incrementing as an 8-bit interval timer. Its valueis constantly
being compared to RTCOR and when a match occurs, the CMF bit of RTCSRissetto 1 and a
CMI interrupt is produced. RTCNT is cleared to H'00.

When the clock is selected with CKS2—CK S0 hits, RTCNT startsincrementing immediately. This
means that when the RTCOR cycle is set after the CKS2—CK S0 hits are set, the RTCNT count
may already be higher than the RTCOR cycle. When this occurs, the RTCNT will overflow once
(H'FF goes to H'00) and the count up will start again. No interrupt will be generated until the
RTCNT again matches the RTCOR value. It isthus advisable to set the RTCOR cycle prior to
setting the CKS2—CK SO bits. After its use as an 8-bit interval timer, the RTCNT count value may
be in excess of the set cycle. For this reason, write H'00 to the RTCNT to clear it before starting to
use it again with new settings. RTCNT can then be restarted and an interrupt obtained after the
correct interval.

8.6 Address/Data M ultiplexed 1/O Space Access

The BSC is equipped with afunction that multiplexes input/output of address and data to pins
AD15-ADO0 in area 6. This allows the SH microprocessor to be directly connected to peripheral
L Slsthat required address/data multiplexing.
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8.6.1 Basic Timing

When the multiplexed 1/0 enable bit (IOE) of the BCR is set to 1, the area 6 space with address bit
A27 as 0 (H'6000000—H'6FFFFFF) becomes an address/data multiplexed 1/O space that, when
accessed, multiplexes addresses and data. When the A14 address bit is 0, the bus width is 8 bits
and address output and data input/output are performed from the AD7-ADO pins. When the A14
address bit is 1, the bus width is 16 bits and address output and data input/output are performed
from the AD15-ADO pins. In the address/data multiplexed 1/0 space, access is controlled with the
AH, RD and WR signals. Accesses in the address/data multiplexed 1/0 spaceis performed in 4
states, regardless of the WCR settings. Figure 8.32 shows the timing when the address/data
multiplexed I/O spaceis accessed.

| T1 | T2 | T3 | T4 |
| | | [ |
e e NI e DN
A21-A0 X | | | | | | | X
Ccs
AH
[ RD
Read
L AD15-ADO ; ‘ Address : Data (input)
RH, WRL
Write <
L AD15-AD0 — : Address : Data (output)

Figure8.32 Access Timing For Address/Data Multiplexed |/O Space

The high-level duty of the RD signal can be selected between 35% and 50% using the RD duty bit
(RDDTY) of the BCR. When RDDTY is 1, the high-level duty is 35% of the T3 or Tw state,
lengthening the access time for external devices.
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8.6.2 Wait State Control

When the address/data multiplexed 1/0 space is accessed, the WAIT pin input signal is sampled
and await state inserted whenever alow level is detected, regardless of the setting of the WCR.
Figure 8.33 shows an example in which a WAIT signal causes await state of 1 state to be inserted.

Tw
T1 T2 T3 ‘ (wait state) | T4
I T

Read

L AD15-ADO ; . Address Data (input)

WRH, WRL

Write

| AD15-AD0 — ‘ - Address : : Data (output)

WAIT

Figure8.33 Wait State Timing For Address/Data Multiplexed |/O Space Access

8.6.3 Byte Access Control

The byte access control signals when the address/data multiplexed 1/O space is being accessed are
of two types (WRH, WRL, A0, or WR, HBS, LBS), just as for byte access control of external
memory space access. These types can be selected using the BAS bit of the BCR. See section
8.4.3, Byte Access Control, for details.
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8.7 Parity Check and Generation

The BSC can check and generate parity for datainput and output to or from in the DRAM space of
area 1 and the external memory space of area 2.

To check and generate parity, select the space (DRAM space only, or DRAM space and area 2) for
which parity isto be checked and generated using the parity check enable bits (PCHK 1 and
PCHKO) of the parity control register and select odd or even parity in the parity polarity bit (PEO).

When datais input from the space selected in the PCHK 1 and PCHKO bits, the BSC checks the
PEO hit to seeif the polarity of the DPH pin input (upper byte parity data) is accurate for the
AD15-ADS8 pin input (upper byte data) or if the DPL pininput (lower byte parity data) is accurate
for the AD7-ADO pin input (lower byte data). If the check indicates that either the upper or lower
byte parity isincorrect, a parity error interrupt is produced (PEI).

When outputting data to the space selected in the PCHK 1 and PCHKO bits, the BSC outputs parity
data output of the polarity set in the PEO bit from the DPH pin for the AD15-AD8 pin output
(upper byte data) or from the DPL pin for the AD7-ADO pin input (lower byte data) using the
same timing as the data output.

The BSC isalso able to force a parity output for use in testing the system’ s parity error check
function. When the parity force output bit (PFRC) of the PCR is set to 1, ahigh leve isforcibly
output from the DPH and DPL pins when data is output to the space selected in the PCHK 1 and
PCHKO hits.

8.8 Warp Mode

In warp mode, an external write cycle or DMA single address mode transfer cycle and an internal
access cycle (read/write to on-chip memory or on-chip peripheral modules) operate independently
in parallel. The warp mode is entered by setting the warp mode bit (WARP) inthe BCR to 1. This
allows the LSI to be operated at high speed.

When in the warp mode an external write cycle or DMA single address mode transfer cycle
continues for at least 2 states and their is an internal access, only the external write cycle will be
performed in theinitial state. The external write cycle and internal access cycle will be performed
in parallel from the next state on, without waiting for the end of the external write cycle. Figure
8.34 shows the timing when an access to an on-chip peripheral module and an external write cycle
are performed in parallel.
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Figure8.34 Warp Mode Timing (Accessto On-Chip Peripheral Module and External Write
Cycle)

8.9 Wait State Control

The WCR1-WCRS registers of the BSC can be set to control sampling of the WAIT signal when
accessing various areas and the number of bus cycle states. Table 8.11 shows the number of bus
cycle states when accessing various areas.
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Table8.11 BusCycle Stateswhen Accessing Address Spaces

CPU Read Cycle, DMAC Dual Mode Read Cycle, DMAC Single
Mode Memory Read/Write Cycle

Address Space

Corresponding Bits in WCR1
and WCR2 =0

Corresponding Bits in WCR1
and WCR2 =1

External memory (areas
1,3-5,7)

1 state fixed; WAIT signal ignored

2 states + wait states from WAIT
signal

External memory (Areas
0, 2, 6; long wait avail-
able)

1 state + long wait state*, WAIT
signal ignored

1 state + long wait state* * wait
states from WAIT signal

DRAM space (area 1)

Column address cycle: 1 state,
WAIT signal ignored (short pitch)

Column address cycle: 2 states +
wait states from WAIT signal
(long pitch)

Multiplexed I/O space
(area 6)

4 states + wait states from WAIT signal

On-chip peripheral mod-
ule space (area 5)

3 states fixed, WAIT signal ignored

On-chip ROM (area 0)

1 state fixed, WAIT signal ignored

On-chip RAM (area 7)

1 state fixed, WAIT signal ignored

Address Space

CPU Write Cycle, DMAC Dual Mode Memory Write Cycle

WW1 of WCR1 =0

WW1 of WCR1 =1

External memory (areas
1,3-5,7)

2 states + wait states from WAIT signal

External memory (Areas
0, 2, 6; long wait
available)

1 state + long wait state* * wait states from WAIT signal

DRAM space (area 1)

Column address cycle: 1 state,
WAIT signal ignored (short pitch)

Column address cycle: 2 states +
wait states from WAIT signal
(long pitch)

Multiplexed 1/O space
(area 6)

4 states + wait states from WAIT signal

On-chip peripheral
module space (area 5)

3 states fixed, WAIT signal ignored

On-chip ROM (area 0)

1 state fixed, WAIT signal ignored

On-chip RAM (area 7)

1 state fixed, WAIT signal ignored

Note: The number of long wait states (1 to 4) is set in WCR3.
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For details on bus cycles when external spaces are accessed, see section 8.4, Externa Memory
Space Access, section 8.5, DRAM Space Access, and section 8.6, Address/Data Multiplexed 1/0
Space Access.

Accesses of on-chip spaces are as follows: On-chip peripheral module spaces (area 5 when address
bit A27 is 1) are dways 3 states, regardless of the WCR, with no WAIT signal sampling. Accesses
of on-chip ROM (area 0 when MD2-MDO are 010) and on-chip RAM (area 7 when address bit
A27is0) are always performed in 1 state, regardless of the WCR, with no WAIT signal sampling.

If the bus timing specifications (tysand tyTH) are not observed when the WAIT signal isinput
in external space access, thiswill smply mean that WAIT signal assertion and negation will not
be detected, but will not result in misoperation. Note, however, that the inability to detect WAIT
signal assertion may result in a problem with memory access due to insertion of an insufficient
number of waits.

8.10 BusArbitration

The SuperH microcomputer can release the bus to external devices when they request the bus. It
has two internal bus masters, the CPU and the DMAC. Priorities for releasing the bus for these
two are asfollows.

Bus request from external device > refresh > DMAC > CPU

Thus, an externa device has priority when it generates a bus request, even when the DMAC is
doing a burst transfer.

Note that when a refresh request is generated while the bus is released to an external device,
BACK becomes high level and the bus right can be acquired to perform the refresh upon receipt of
aBREQ = high level response from the external device. Input all bus requests from external
devicesto the BREQ pin. The signal indicating that the bus has been released is output from the
BACK pin. Figure 8.35 illustrates the bus release procedure.
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< SuperH ) < External device )

BREQ = low Bus request
BREQ received —
|
Strobe pin:
High-level output
| -
Address, data, strobe pin: | BACK = low BACK acknowledge
High impedance
| Y
Bus release response Bus acquisition

!

Bus released

Figure8.35 BusRelease Procedure

8.10.1 TheOperation of BusArbitration

This LSI hasthe bus arbitration function which can give bus ownership to an external device when
the device requests the bus ownership. When BREQ is input and the bus cycle being executed by
the CPU or DMAC is completed, BACK becomes low and abusis released for an external device.
At thistime, the following operates when bus arbitration conflicts with refresh.

1

If DRAM refresh isrequested in this LSI when abusisreleased and BACK islow, BACK
becomes high and the occurrence of the refresh request can be informed externally. At this
time, the external device may generate a bus cycle when BREQ islow even if BACK is high.
Therefore, a bus remains released to the external device. Then, when BREQ becomes high, this
LSl gets bus ownership, and executes refresh and the bus cycle of the CPU or DMAC. After
the external device gets bus ownership and BACK islow, refresh is requested when BACK
becomes high even if the low level of BREQ isinput. Therefore, turn BREQ high immediately
torelease abusfor thisLS| to hold DRAM data (See figure 8.36).

When BREQ changes from high to low and internal refresh is requested at the timing of the
bus release of this LSI, BACK may remain high (do not become low). A busisreleased to the
external device since the low level of BREQ isinput. This operation is based on the above
specification (1). To hold DRAM data, turn BREQ high and release abusto thisL Sl
immediately when the external device detects that BACK does not change to low during a
fixed timethis LS| (See figure 8.37). When arefresh request is generated and BACK returns
to high, as shown in figure 8.37, amomentary narrow pulse-shaped spike may be output where
BACK was originally supposed to become low.
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BREQ S
BACK (\A /
f

Refresh damand

— Refresh execution—>

Figure8.36 BACK Operation by Refresh Demand (1)

If BACK has not gone low after waiting for the maximum
number of states* before the SuperH releases the bus, return
BREQ to the high level.

|4 ‘|
-« >

e — ;

BACK

\[ ------ BACK does not go low.
Refresh request

Note: * For details see section 8.11.3, Maximum Number of States from BREQ Input to Bus Release.

Figure8.37 BACK Operation in Response to Refresh Request (2)

8.10.2 BACK Operation

1. BACK Operation

When an internal refresh is requested during an attempt to assert the BACK signal and BACK
is not asserted but remains high, a momentary narrow pulse-shaped spike may be output, as
shown below.

BREQ \

BACK ’
T \/ pulse width of the spike is approx. 2 to 5 ns.

Refresh demand

HITACHI 159




2. Countermeasure against a spike on the BACK signal
The following describes the countermeasure against a spike on the BACK signal:

a. When BREQ isinput to release the bus of the LS|, make sure that conflicts with arefresh
operation do not occur. Stop the refresh operation or operate the refresh timer counter
(RTCNT) or the refresh time constant register (RTCOR) of the bus controller (BSC) to
shift the refresh timing.

b. The spike on the BACK signal has a narrow pulse width of approximately 2 to 5 ns, which
can be eliminated by using a capacitor as shown in the figure below.
For example, adding a capacitance of 220 pF can raise the minimum voltage of the spike
above2.0V.
Note that delay of the BACK signal increases approximately in units of 0.1 ng/pF. (When a
capacitance of 220 pF is added, the delay increases approximately by 22 ns.

BACK TO

C

SuperH %

Microcomputer

Capacitor-incorporating circuit for eliminating a spike

c. Latching the BACK signal by using aflip-flop or triggering the flip-flop may be successful
or unsuccessful due to the narrow pulse width of the spike. Implement a circuit
configuration which will cause no problems when latching BACK or using BACK asa
trigger signal.

When splitting the BACK signal into two signals and latching each of them using the flip-
flop or triggering the flip-flop, the flip-flop may operate for one signal but may not for
another. To capture the BACK signal using the flip-flop, receive the BACK signal using a
single flip-flop then distribute the signal (see figure below).
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Trigger OK

D —
BACK A 8
> Qp D Q
v Trigger NG BACK . |
gger > > ap
D Ql— v
> QP
-

8.11 Usage Notes

8.11.1 Usage Noteson Manual Reset
Condition: When DRAM (long-pitch mode) is used and manual reset is performed.

The low width of RAS output may be shorter than usual in rese + (2.5tcyc - 1.5tcyc), causing the
specified value (tRAS) of DRAM not to be satisfied.

Corresponding DRAM conditions: long pitch/normal mode
long pitch/high-speed page mode

There are no problems regarding operations except for the above conditions.

There are the following four cases (Figure 8.38 to Figure 8.41) for the output states of DRAM
control signas (RAS, CAS, and WR) corresponding to RES latch timing. Actual output levels are
shown by solid lines (not by dashed lines).
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RES latch | Tp | Tr | Tcl Tc2
timing | | !
CK -\ / 0\ \ £\ /o \ \
RES \___ Manual reset
AOto A21 X X Row addressX Colum address X FFFFe s«
RAS \ [ ] !
CAS _/ S K
WR _/ N J
ADO to AD15 CoF—
Data output
Figure8.38 Long - pitch Mode Write (1)
RES latch o Tp | Tr o Tcl Tc2
timin | | !
o« -\ N W VD \
RES \ Manual reset
A0 to A21 X YRow addressX FFFF o« o«
RAS \ [ o] !
CAS _/ N !
(- R B
ADO to AD15 O - >

Data output

Figure8.39 Long - pitch Mode Write (2)
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RES latch TP Tt Tel Tc2
timing | | |
Kk T\ \ \
RES \  Manual reset
AO to A21 X XRow address { Colum address Y FFFF« « « «
RAS \ oo ]
CAS _/ N K
RD [ 7
Figure8.40 Long - pitch Mode Read (1)
RES latch TP Tt Tel Tc2
timing 1 ! 1
ck —/ \ \ /o \ /\ /o \ \ \
RES —\ Manual reset
A0 to A21 X XRow addressX FFFF « « « «
RAS \ [ o __] A
CAS _/ N )
RD _/ 3 N

Figure8.41 Long- pitch Mode Read (2)

For the signal output shown by solid lines, DRAM data may not be held. Therefore, when DRAM
data must be held after reset, take one of the coutermeasures described as follows.

1

2.

When resetting manually, do thisin watchdog timer (WDT) condition.

Even if the Low width of RAS becomes as short as 1.5 tcyc as shown above, use with a

frequency that satisfies the DRAM standard (tRAS).

Even in case the Low width of RAS has become 1.5 tcyc, proceed by using the external circuit
so that aRAS signal with aLow width of 2.5 tcyc isinput in the DRAM (in case the Low
width of RAS is higher than 2.5 tcyc, operate so that the current waveform isinput in the

DRAM).
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The countermeasures are not required when DRAM dataisinitialized or loaded again after manual
reset.

8.11.2 Usage Noteson Parity Data Pins DPH and DPL

The following specifies the setup time tDS of the parity dada DPH and DPL to CAS signal rising
when the parity dada DPH and DPL are written to DRAM in long-pitch mode (early write).

Table8.12 Setup Time of Parity Data DPH and DPL

Item Symbol min

Data setup time to CAS tDS -5ns
(for only DPH and DPL in long-pitch mode)

Therefore, when writing parity data DPH and DPL to the DRAM in long-pitch mode, delay the
WRH and WRL signals of this LS| and write with delayed writing.

Nomal dadais aso delayed-written, causing no problems.

SuperH RAS RAS DRAM
Microcomputer CAS CAS
RD OE

. *1NOL -
WRH or WRL WD ol DWRHOrDWRL | e

CK —COp*2

Q|
O

*1: For preventing signal racing
*2: Negative edge latch

Figure8.42 Delayed-Write Control Cir cuit

8.11.3 Maximum Number of Statesfrom BREQ Input to Bus Release
The maximum number of states from BREQ input to busreleaseiis:
Maximum number of states for which busis not released + approx. 4.5 states

Note: Breakdown of approx. 4.5 states:
1.5 states: Until BACK output after end of bus cycle
1state (min.):  tBACD1
1state (max.): tBRQS
1 state: Sampling in 1 state before end of bus cycle
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BREQ is sampled one state before the bus cycle. If BREQ isinput without satisfying tBRQS, the
busis released after executing cycle B following the end of bus cycle A, as shown in figure 8.43.

The maximum number of states from BREQ input to bus release are used when B isacycle
comprising the maximum number of states for which the busis not released; the number of states
is the maximum number of states for which busis not released + approx. 4.5 states.

The maximum number of states for which the busis not released requires careful investigation.

vy Eava¥;

Bus cycle Al X B W
BREQ \
e : TR
! ! '+ tBACD1: |
1BRQS " 'Bus release

BACK \uiie

Figure8.43 When BREQ is|nput without Satisfying tBRQS

1. Cyclesinwhich busisnot released
(@) Onebuscycle
The busis never released during one bus cycle. For example, in the case of alongword
read (or write) in 8-bit ordinary space, one bus cycle consists of 4 memory accesses to 8-hit
ordinary space, as shown in figure 8.44. Thebusis not released between these accesses.
Assuming one memory access to reguire 2 states, the busis not released for aperiod of 8
states.

><‘ 8 bits X8 hits X8 bits X8 bits><‘

Cycle during which
bus is not released

Figure8.44 OneBusCycle

(b) TASinstruction read cycle and write cycle

The busis never released during a TAS instruction read cycle and write cycle (figure 8.45).
The TAS instruction read cycle and write cycle should be regarded as one bus cycle during
which the busiis not released.
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XRead cycle XWrite cycle ><

" Cycle during which bus is
not released (1 bus cycle)

Figure8.45 TASInstruction Read Cycle and Write Cycle

(c) Refresh cycle + buscycle

The busis never released during arefresh cycle and the following bus cycle ((a) or (b)
above)) (figure 8.46).

X Refresh cycle X 1 bus cycle ><

Cycle during which bus
is not released

Figure8.46 Refresh Cycleand Following Bus Cycle
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2. Busrelease procedure
The bus release procedure is shown in figure 8.47. Figure 8.47 shows the case where BREQ is
input one state before the break between bus cycles so that tBRQS is satisfied. In the SH7020
and SH7021, the busis released after the bus cycle in which BREQ isinput (if BREQ isinput
between bus cycles, after the bus cycle starting next).

cx _/ TN N
gt | | i |
| tBrRQS ‘ | 1 |
BREQ _\ | | ?}_7{ taros |
3 'tBacD1 ‘teacD1
BACK ! ! y\? i
itgzp 1 ) |
- > b |
_RD,WR S 1
RAS, CAS P o
CSn 18zD !
A21 to A 2
Bus cycle Bus release Bus cycle
> ‘- Pt
Strobe pin: o Address & data
high-level output strobe pins:
high impedance
o o
The bus is released after the bus Bus cycle restart

cycle in which BREQ is input
(if BREQ is input between bus cycles,
after the bus cycle starting next).

Figure8.47 BusRelease Procedure
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Section 9 Direct Memory Access Controller (DMAC)

9.1 Overview

The SuperH microprocomputer chip includes afour-channel direct memory access controller
(DMAC). The DMAC can be used in place of the CPU to perform high speed transfers between
external devicesthat have DACK (transfer request acknowledge signal), external memory,
memory-mapped external devices, on-chip memory and on-chip peripheral modules (excluding
the DMAC itself). Using the DMAC reduces the burden on the CPU and increases overall
operating efficiency.

911 Features
The DMAC has the following features.

e Four channels

» Four Ghytes of address space on the architecture
* Byte or word selectable data transfer unit

e 65536 transfers (maximum)

» Single address mode transfers (channels 0 and 1): Either the transfer source or transfer
destination (peripheral device) is accessed by aDACK signa (selectable) while the other is
accessed by address. 1 transfer unit of dataistransferred in each bus cycle.

Device combinations able to transfer:

0 External deviceswith DACK and memory-mapped external devices (including external
memories)

O External deviceswith DACK and memory-mapped external memories

» Dual address mode transfer: (channels 0-3): Both the transfer source and transfer destination
are accessed by address. 1 transfer unit of datais transferred in 2 bus cycles.

Device combinations able to transfer:

O Two external memories

External memory and memory-mapped external devices

Two memory-mapped devices

External memory and on-chip memory

Memory-mapped external devices and on-chip peripheral module (excluding the DMAC
itself)

External memory and on-chip memory

Memory-mapped external device and on-chip peripheral module (excluding the DMAC)
Two on-chip memories

On-chip memory and on-chip peripheral modules (excluding DMAC)

I A |

O 0Oooo
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O Two on-chip peripheral modules (excluding DMAC)
e Transfer requests
0 External request (From DREQ pins (channels 0 and 1 only). DREQ can be detected either
by edge or by level)
O Reguests from on-chip peripheral modules (serial communications interface (SCI), and 16-
bit integrated-timer pulse unit (1TU))
O Auto-request (the transfer request is generated automatically within the DMAC)
» Selectable bus modes: Cycle-steal mode or burst mode
e Selectable channel priority levels: Fixed, round-robin, or external-pin round-robin modes
e CPU can be asked for interrupt when data transfer ends
e Maximum transfer rate
0 20 M words/s (320 MB/s)
For 5V and 20 MHz
Bus mode: Burst mode
Transmit size: Word

9.1.2 Block Diagram

Figure 9.1 isablock diagram of the DMAC.
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On-chip 4@ .

ROM i .
ol | | o O] |

RAM ! :

On-chip | é’ 0| Iteration " TCRn |C> ;
peripheral N____ = al control @
module 5 ®| a3l

< sl o ol

=3 &1 Register S|

o) c ! B

o ' control ] CHCRnN g

DREQO, DREQT : i 2\
ITU | Start-up =

scl : control ——{DMAORK) 5

*| Request

DACKO, DACK1 i prioty I
DEIn : ]

External | ——
rom < [ 5 5
External | ——
RAM [—19 5 i
o] ' '

- © , :

External device c ! :
(memory £ <
mapped) w ~| Bus interface
External device U
acknowledge) Bus controller DMAC

DMAOR: DMA operation register

SARN: DMA source address register

DARnN: DMA destination address register

TCRn: DMA transfer count register

CHCRnN: DMA channel control register

DEIn: DMA transfer-end interrupt request to CPU.
n: 0-3

Figure9.1 DMAC Block Diagram

HITACHI 171




9.1.3 Pin Configuration

Table 9.1 shows the DMAC pins.
Table9.1 Pin Configuration
Channel Name Symbol 1/O Function
0 DMA transfer request DREQO | DMA transfer request input from
external device to channel O
DMA transfer request DACKO O DMA transfer request acknowledge
acknowledge output from channel 0 to external
device
1 DMA transfer request DREQ1 | DMA transfer request input from
external device to channel 1
DMA transfer request DACK1 O DMA transfer request acknowledge

acknowledge

output from channel 1 to external
device
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914

Register Configuration

Table 9.2 summarizesthe DMAC registers. DMAC has atotal of 17 registers. Each channel has
four control registers. One other control register is shared by all channels

Table9.2 DMAC Registers

Chan- Abbre- Initial Access
nel Name viation R/W Value Address Size
0 DMA source address register 0 SARO0*3  R/W Undefined HS5FFFF40 16, 32
DMA destination address DARO*3  R/W Undefined H'SFFFF44 16, 32
register 0
DMA transfer count register 0 TCRO*3 R/W Undefined H'5FFFF4A 16, 32
DMA channel control register 0 CHCRO R/(W)*1 H'0000 H'5FFFF4E 8, 16, 32
1 DMA source address register 1 SAR1*3  R/W Undefined H'5FFFF50 16, 32
DMA destination address DAR1*3 R/W Undefined H'5FFFF54 16, 32
register 1
DMA transfer count register 1 TCR1*3 R/W Undefined H'SFFFF5A 16, 32
DMA channel control register 1 CHCR1 R/(W)*1 H'0000 H'5FFFF5E 8, 16, 32
2 DMA source address register 2 SAR2*3  R/W Undefined HS5FFFF60 16, 32
DMA destination address DAR2*3 R/W Undefined H5FFFF64 16, 32
register 2
DMA transfer count register 2 TCR2*3 R/W Undefined H'5FFFF6A 16, 32
DMA channel control register 2 CHCR2 R/(W)*1 H'0000 H'5FFFF6E 8, 16, 32
3 DMA source address register 3 SAR3*3  R/W Undefined H'5FFFF70 16, 32
DMA destination address DAR3*3 R/W Undefined H'5FFFF74 16, 32
register 3
DMA transfer count register 3 TCR3*3 R/W Undefined H'SFFFF7A 16, 32
DMA channel control register 3 CHCR3 R/(W)*1 H'0000 H'5FFFF7E 8, 16, 32
Shared DMA operation register DMAOR R/(W)*2 H'0000 H'5FFFF48 8, 16, 32
Notes: 1. Write O alone in bit 1 of CHCRO-CHCRS3 to clear flags.

2.
3.

Write 0 alone in bits 1 and 2 of the DMAOR to clear flags.
Access SARO-SAR3, DARO-DAR3, and TCRO-TCR3 by long word or word. If byte

access is used when writing, the value of the register contents becomes undefined,; if
used when reading, the value read is undefined.
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9.2 Register Descriptions

9.21 DMA Source Address Registers 0-3 (SARO-SAR3)

DMA source address registers 0-3 (SARO-SARS3) are 32-bit read/write registers that specify the
source address of aDMA transfer. During a DMA transfer, these registers indicate the next source
address (in single-address mode, SAR isignored in transfers from external devices with DACK to
memory-mapped external devices or external memory).

Theinitial value after resets or in standby mode is undefined.

Bit: 31 30 29 28 27 26 25 24

teame: | [ | | [ | | |

Initial value: — — — — — — _ _
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 23 22 21 20 0
Bit name: ‘ ’ ‘ ‘ ‘ |:|
Initial value: — — — — —
R/W: R/W R/W R/W R/W .. R/W

9.2.2 DMA Destination Address Registers 0-3 (DARO-DAR3)

DMA destination address registers 0-3 (DARO-DAR3) are 32-hit read/write registers that specify
the destination address of a DMA transfer. During a DMA transfer, these registers indicate the
next destination address (in single-address mode, DAR isignored in transfers from memory-
mapped external devices or external memory to external devices with DACK). Theinitia value
after resets or in standby mode is undefined.

Bit: 31 30 29 28 27 26 25 24

gtname:| | [ [ [ [ [ |

Initial value: — — — — — — _ _
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 23 22 21 20 0
Bit name: ‘ ’ ‘ ‘ ‘ CI
Initial value: — — — — —
R/W: R/W R/W R/W R/W R/W
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9.2.3 DMA Transfer Count Registers 0-3 (TCRO-TCR3)

DMA transfer count registers 0-3 (TCRO-TCRS3) are 16-hit read/write registers that specify the
DMA transfer count (bytes or words). The number of transfersis 1 when the setting is H'0001,
65535 when the setting is H'FFFF and 65536 (the maximum) when H'0000 is set. During aDMA
transfer, these registers indicate the remaining transfer count. Theinitial value after resets or in
standby mode is undefined.

Bit 15 14 13 12 11 10 9 8
itvame: |||

Initial value: — — — — — — — _
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

e I S S I N B

Initial value: — — — — — — — _
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

9.24 DMA Channel Control Registers 0-3 (CHCRO-CHCR3)

DMA channel control registers 0-3 (CHCRO-CHCR3) are 16-bit read/write registers that control
the DMA transfer mode. They also indicate DMA transfer status. They areinitialized to H'0000 by
areset or standby mode.

Bitt 15 14 13 12 11 10 9 8
Bitname:‘ DM1 \ DMO ‘ SM1 ] SMO \ RS3 \ RS2 \ RS1 ‘ RSO ]
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bitt 7 6 5 4 3 2 1 0
Bit name: ‘ AM \ AL ‘ DS ] ™ \ TS ‘ IE \ TE ‘ DE ]
Initial value: 0 0 0 0 0 0 0 0

RIW: R/I(W)? R/(W)2 R/(W)?2 R/W R/W RIW  RI(W)* R/W
Notes: 1. Write only O to clear the flag.
2. Writing is effective only for CHCRO and CHCR1.
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e Bits 15 and 14 (destination address mode bits 1, 0 (DM 1 and DMQ)): DM1 and DMO select
whether the DMA destination addressis incremented, decremented, or left fixed (in the single
address mode, DM 1 and DMO are ignored when transfers are made from memory-mapped
external devices or external memory to external devices with DACK). DM1 and DMO are
initialized to 00 by resets or in standby mode.

Bit 15: DM1 Bit 14: DMO

Description

0 0 Fixed destination address (initial value)

0 1 Destination address is incremented (+1 or +2 depending on if
the transfer size is word or byte)

1 0 Destination address is decremented (-1 or —2 depending on if
the transfer size is word or byte)

1 1 Reserved (illegal setting)

e Bits 13 and 12 (source address mode bits 1, 0 (SM1 and SMO0)): SM1 and SMO select whether
the DMA source address is incremented, decremented, or left fixed (in the single address
mode, SM1 and SMO are ignored when transfers are made from external devices with DACK
to memory-mapped external devices or external memory). SM1 and SMO are initialized to 00

by resets or in standby mode.

Bit 13: SM1 Bit 12: SMO

Description

0 0 Fixed source address (initial value)

0 1 Source address is incremented (+1 or +2 depending on if the
transfer size is word or byte)

1 0 Source address is decremented (-1 or —2 depending on if the
transfer size is word or byte)

1 1 Reserved (illegal setting)

« Bits 11-8 (resource select bits 3-0 (RS3-RS0)): RS3-RS0 specify which transfer requests will
be sent to the DMAC. Do not change the transfer request source unless the DMA enable bit
(DE) is0. The RS3—RS0 hits are initialized to 0000 by resets or in standby mode.
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Bit 11: Bit10: Bit9: Bit8:

RS3 RS2 RS1 RSO Description

00 0 0 DREQ (External request*l, dual address mode) (initial value)

0 0 0 1 Reserved (illegal setting)

0 0 1 0 DREQ (External request*!, single address mode*2)

0 0 1 1 DREQ (External request*!, single address mode*3)

0 1 0 0 RXI0 (On-chip serial communication interface O receive data
full interrupt transfer request)**

0 1 0 1 TXIO (On-chip serial communication interface 0 transmit data
empty interrupt transfer request)*4

0 1 1 0 RXI1 (On-chip serial communication interface 1 receive data
full interrupt transfer request)**

0 1 1 1 TXI1 (On-chip serial communication interface 1 transmit data
empty interrupt transfer request)*4

1 0 0 0 IMIAO (On-chip ITUOQ input capture/compare-match A
interrupt transfer request)**

1 0 0 1 IMIA1 (On-chip ITU1 input capture/compare-match A
interrupt transfer request)**

1 0 1 0 IMIA2 (On-chip ITU2 input capture/compare-match A
interrupt transfer request)**

1 0 1 1 IMIA3 (On-chip ITU3 input capture/compare-match A
interrupt transfer request)**

1 1 0 0 Auto-request (Transfer requests automatically generated
within DMAC)**

1 1 0 1 Reserved (illegal setting)

1 1 1 0 Reserved (illegal setting)

1 1 1 1 Reserved (illegal setting)

SCI0, SCI1: Serial communications interface channels 0 and 1.
ITUO-ITU3: Channels 0-3 of the 16-bit integrated-timer pulse unit.

Notes: 1.

These bits are valid only in channels 0 and 1. None of these request sources can be
selected in channels 2 and 3.

. Transfer from memory-mapped external device or external memory to external device

with DACK.

. Transfer from external device with DACK to memory-mapped external device or
external memory.

. Dual address mode.
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* Bit 7 (acknowledge mode bit (AM)): In the dual address mode, AM selects whether the DACK
signal is output during the data read cycle or write cycle. Thisbit isvalid only in channels 0
and 1. The AM bitisinitialized to 0 by resets or in standby mode. The AM bit isnot valid in
single address mode.

Bit 7: AM Description
0 DACK is output in read cycle (initial value)
1 DACK is output in write cycle

« Bit 6 (acknowledge Level Bit (AL)): AL selects active high signal or active low signa for the
DACK signal. Thisbitisvalid only in channels 0 and 1. The AL bit isinitialized to O by resets
or in standby mode.

Bit 6: AL Description
0 DACK is active high (initial value)
1 DACK is active low

« Bit5 (DREQ select hit (DS)): DS selects the DREQ input detection method used. Thisbitis
valid only in channels0 and 1. The DS hit isinitialized to O by resets or in standby mode.

Bit 5: DS Description
0 DREQ detected by low level (initial value)
1 DREQ detected by falling edge

e Bit 4 (transfer bus mode bit (TM)): TM selects the bus mode for DMA transfers. The TM hit is
initialized to 0 by resets or in standby mode. When the source of the transfer request is an on-
chip peripheral module, see table 9.4, Selecting On-Chip Peripheral Module Regquest Modes
with the RS Bit.

Bit 4: TM Description
0 Cycle-steal mode (initial value)
1 Burst mode
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* Bit 3 (transfer size bit (TS)): TS selects the transfer unit size. If the on-chip peripheral module
that is the source or destination of the transfer can only be accessed in bytes, byte must be
selected in this hit. The TS hit isinitialized to 0 by resets or in standby mode.

Bit 3: TS Description
0 Byte (8 bits) (initial value)
1 Word (16 bits)

« Bit 2 (interrupt enable bit (IE)): 1E determines whether or not to request a CPU interrupt at the
end of aDMA transfer. When the |E bit is set to 1, an interrupt (DEI) is requested from the
CPU when the TE bit isset. The |E bit isinitialized to O by resets or in standby mode.

Bit 2: IE Description
0 Interrupt request disabled (initial value)
1 Interrupt requeste enabled

e Bit 1 (transfer end flag bit (TE)): TE indicates that the transfer has ended. When aDMA
transfer ends normally and the value in the DMA transfer count register (TCR) becomes 0, the
TE bitissetto 1. Thisflagisnot set if the transfer ends because of an NMI interrupt or address
error, or because the DE bit or the DME bit of the DMA operation register (DMAOR) was
cleared. To clear the TE bit, read 1 from it and then write O.

When thisflag is set, setting the DE bit to 1 does not enable aDMA transfer. The TE hit is
initialized to O by resets or in standby mode.

Bit 1: TE Description

0 DMA has not ended or was aborted (initial value)

To clear TE, the CPU must read TE after it has been set to 1, then
write a 0 in this bit

1 DMA has ended normally

HITACHI 179



* Bit 0 (DMA enable bit (DE)): DE enables or disables DMA transfers. In the auto-request
mode, the transfer starts when this bit or the DME bhit of the DMAOR is set to 1. The TE bit
and the NMIF and AE bits of the DMAOR must be all cleared to 0. In external request mode
or on-chip peripheral module request mode, the transfer begins when the DMA transfer request
isreceived from said device or on-chip peripheral module, provided this bit and the DME bit
are set to 1. Aswith the auto request mode, the TE bit and the NMIF and AE bits of the
DMAOR must be all cleared to 0. The transfer can be stopped by clearing this bit to 0.

The DE hit isinitialized to 0 by resets or in standby mode.

Bit 0: DE Description
0 DMA transfer disabled (initial value)
1 DMA transfer enabled

9.25 DMA Operation Register (DMAOR)

The DMA operation register (DMAOR) is a 16-bit read/write register that controls the DMA
transfer mode. It aso indicates the DMA transfer status. It isinitialized to H'0000 by areset or the
standby mode.

Bitt 15 14 13 12 11 10 9 8
Bitname:  — | — | — | — | — | — | PRL | PRO |

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R R R RW  RW

Bit. 7 6 5 4 3 2 1 0
Bitname:) — | — | — | — | — | AE | NMIF| DME |

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R(W R(W* R

Note: Write only O to clear the flag.

* Bits15-10 (reserved): These bits always read 0. The write value should always be 0.
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« Bits9and 8 (priority mode bits 1 and 0 (PR1 and PR0)): PR1 and PRO select the priority level
between channels when there are transfer requests for multiple channels simultaneously.

Bit 9: PR1 Bit 8: PRO Description

0 0 Fixed priority order (Ch. 0 > Ch. 3 > Ch. 2 > Ch. 1) (initial value)

0 1 Fixed priority order (Ch. 1 > Ch. 3> Ch. 2> Ch. 0)

1 0 Round-robin mode priority order (the priority order immediately
after a resetis Ch. 0 > Ch. 3> Ch. 2> Ch. 1)

1 1 External-pin round-robin mode priority order (the priority order

immediately after a reset is Ch. 3> Ch. 2> Ch. 1> Ch. 0)

» Bits 7-3 (reserved): These bits always read 0. The write value should always be 0.

» Bit 2 (address error flag bit (AE)): AE indicates that an address error occurred in the DMAC.
When thisflag is set to 1, the channel cannot be enabled even if the DE bit in the DMA
channel control register (CHCR) and the DME bit are set to 1. To clear the AE bit, read 1 from
it and then write O. It isinitialized to 0 by areset or the standby mode.

Bit 2: AE Description

0 No DMAC address error (initial value)
To clear the AE bit, read 1 from it and then write 0.

1 Address error by DMAC

e Bit 1 (NMI Flag Bit (NMIF)): NMIF indicates that an NMI interrupt occurred. When this flag
is set to 1, the channel cannot be enabled even if the DE bit in the CHCR and the DME hit are
setto 1. To clear the NMIF bit, read 1 from it and then write O. It isinitialized to O by areset or
the standby mode.

Bit 1: NMIF Description

0 No NMI interrupt (initial value)
To clear the NMIF bit, read 1 from it and then write O.

1 NMI has occurred
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e Bit 0 (DMA master enable bit (DME)): DME enables or disables DMA transfers on all
channels. A channel becomes enabled for a DMA transfer when the DE bit in each DMA's
CHCR and the DME bit are set to 1. For thisto be effective, however, the TE bit of each
CHCR and the NMIF and AE bits must al be 0. When the DME bit is cleared, all channel
DMA transfers are aborted.

Bit 0: DME Description
0 Disable DMA transfers on all channels (initial value)
1 Enable DMA transfers on all channels

9.3 Operation

When thereisa DMA transfer request, the DMAC starts the transfer according to the
predetermined channel priority order; when the transfer end conditions are satisfied, it ends the
transfer. Transfers can be requested in three modes: auto-request, external request, and on-chip
module request. Transfer can be in either the single address mode or the dual address mode. The
bus mode can be either burst or cycle steal

9.3.1 DMA Transfer Flow

After the DMA source address registers (SAR), DMA destination address registers (DAR), DMA
transfer count registers (TCR), DMA channel control registers (CHCR), and DMA operation
register (DMAOR) are set, the DMAC transfers data according to the following procedure:

1. Checksto seeif transfer isenabled (DE =1, DME =1, TE=0, NMIF =0, AE=0)

2. When atransfer request comes and transfer is enabled, the DMAC transfers 1 transfer unit of
data (for an auto-request, the transfer begins automatically when the DE bit and DME bit are
set to 1. The TCR value will be decremented by 1). The actual transfer flows vary by address
mode and bus mode.

3. When the specified number of transfer have been completed (when TCR reaches 0), the
transfer ends normally. If the IE bit of the CHCR is set to 1 at thistime, a DEI interrupt is sent
to the CPU.

4. When an address error occursin the DMAC or an NMI interrupt is generated, the transfer is
aborted. Transfers are a so aborted when the DE bit of the CHCR or the DME bit of the
DMAOR are changed to 0.

Figure 9.2 isaflowchart of this procedure.
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( Start )

(SAR, DAR, TCR, CHCR, DMAOR)

Initial settings

<
<

DE, DME =1 and
NMIF, AE, TE = 0?

Transfer request
occurs?*!

Bus mode,
transfer request mode,
DREQ detection selection

Yes|< 3

Transfer (1 transfer unit); TCR-1

system

- TCR, SAR and DAR updated

Does
NMIF =1, AE=1,
DE =0, or DME
=0?

Yes

Transfer aborted

DEI interrupt request
(when [E = 1)

No NMIF =1, AE=1,

DE =0, and DME

(Normal en@ Cl'ransfer ends)

Notes:

1. In auto-request mode, transfer begins when NMIF, AE and TE are all and the DE
and DME bits are set to 1.

2. DREQ = level detection in the burst mode (external request), or cycle steal mode.

3. DREQ = edge detection in the burst mode (external request), or auto request mode
in burst mode.

Figure9.2 DMA Transfer Flowchart

HITACHI 183




9.3.2 DMA Transfer Requests

DMA transfer requests are basically generated in either the data transfer source or destination, but
they can also be generated by devices and on-chip peripheral modules that are neither the source
nor the destination. Transfers can be requested in three modes: auto-request, external request, and
on-chip module request. The request mode is selected in the RS3-RS0 bits of the DMA channel
control registers 0-3 (CHCRO—CHCR3).

Auto-Request Mode: When thereis no transfer request signal from an external source, asin a
memory-to-memory transfer or atransfer between memory and an on-chip peripheral module
unable to request atransfer, the auto-request mode allows the DMAC to automatically generate a
transfer request signa internally. When the DE bits of CHCRO-CHCR3 and the DME bit of the
DMAOR are set to 1, the transfer begins (so long as the TE bits of CHCRO-CHCR3 and the
NMIF and AE bitsof DMAOR are dl 0).

External Request Mode: In this mode atransfer is performed at the request signal (DREQ) of an
external device. Choose one of the modes shown in table 9.3 according to the application system.
When this mode is selected, if the DMA transfer isenabled (DE =1, DME =1, TE=0, NMIF =0,
AE =0), atransfer is performed upon arequest at the DREQ input. Choose to detect DREQ by
either the falling edge or low level of the signa input with the DS bit of CHCRO-CHCR3 (DS =0
islevel detection, DS = 1 is edge detection). The source of the transfer request does not have to be
the data transfer source or destination.

Table9.3 Selecting External Request Modes with the RS Bits

RS3 RS2 RS1 RSO Address Mode  Source Destination

0000 Dual address Any* Any*
mode

0 0 1 0 Single address External memory or  External device with
mode memory-mapped DACK

external device

0 0 1 1 Single address External device with  External memory or

mode DACK memory-mapped

external device

Note: External memory, memory-mapped external device, on-chip memory, on-chip peripheral
module (excluding DMAC)

On-Chip Module Request: In this mode atransfer is performed at the transfer request signal
(interrupt request signal) of an on-chip module. The transfer request signals include the receive
data full interrupt (RXI) of the serial communication interface (SCI), the transmit data empty
interrupt (TX1) of the SCI, the input capture A/compare match A interrupt request (IMI1A) of the
16-bit integrated-pulse timer (ITU), (table 9.4). When this mode is selected, if the DMA transfer is
enabled (DE=1, DME =1, TE=0, NMIF =0, AE = 0), atransfer is performed upon the input of
atransfer request signal. The source of the transfer request does not have to be the data transfer
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source or destination. When RXI1 is set as the transfer request, however, the transfer source must
be the SCI’ s receive dataregister (RDR). Likewise, when TXI is set as the transfer request, the
transfer source must be the SCI's transmit dataregister (TDR).

Table9.4  Selecting On-Chip Peripheral M odule Request M odes with the RS Bit

DMA

Transfer

Request DMA Transfer Request Desti- Bus Mode
RS3 RS2 RS1 RSO Source Signal Source nation

0 1 0 0 SCI0 RXIO (SCIO receive data full RDRO  Any*  Cycle steal
receiver interrupt transfer request)

0 1 0 1 SCI0 TXIO0 (SCIO transmit data Any TDRO Cycle steal
trans- empty interrupt transfer
mitter request)
0 1 1 0 SCIi1 RXI1 (SCll receive data full RDR1  Any* Cycle steal
receiver interrupt transfer request)
0 1 1 1 SCI1 TXI1 (SCI1 transmit data Any* TDR1 Cycle steal
trans- empty interrupt transfer
mitter request)
1 0 0 0 ITUO IMIAO (ITUO input capture A/ Any* Any*  Burst/Cycle
compare-match A) steal
1 0 0 1 ITU1 IMIAL (ITUL input capture A/ Any* Any*  Burst/Cycle
compare-match A) steal
1 0 1 0 ITU2 IMIA2 (ITU2 input capture A/ Any* Any*  Burst/Cycle
compare-match A) steal
1 0 1 1 ITU3 IMIA3 (ITU3 input capture A/ Any* Any*  Burst/Cycle
compare-match A) steal

SCI0, SCI1: Serial communications interface channels 0 and 1
ITUO-ITU3: Channels 0-3 of the 16-bit integrated-timer pulse unit.
RDRO, RDR1: Receive data registers 0, 1 of SCI

TDRO, TDR1: Transmit data registers 0, 1 of SCI

Note: External memory, memory-mapped external device, on-chip memory, on-chip peripheral
module (excluding DMAC)

When outputting transfer requests from on-chip peripheral modules, the appropriate interrupt
enable bits must be set to output the interrupt signals. Note that transfer request signals from on-
chip peripheral modules (interrupt request signals) are sent not just to the DMAC but to the CPU
aswell. When an on-chip peripheral module is specified as the transfer request source, set the
priority level valuesin the interrupt priority level registers (IPRC-IPRE) of the interrupt controller
(INTC) at or below the levels set in the 13- 0 bits of the CPU’ s status register (SR) so that the
CPU does not acknowledge the interrupt request signal.
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The DMA transfer request signals of table 9.4 are automatically withdrawn when the
corresponding DMA transfer is performed. If the cycle steal mode is being employed, the DMA
transfer request (interrupt request) will be cleared at the first transfer; if the burst mode is being
used, it will be cleared at the last transfer.

9.3.3 Channel Priority

When the DMAC receives simultaneous transfer requests on two or more channdls, it selectsa
channel according to a predetermined priority order. The three modes (fixed mode, round-robin
mode, and external-pin round-robin mode) are selected by the priority bits PR1 and PRO in the
DMA operation register.

Fixed Mode: In these modes, the priority levels among the channels remain fixed. When PR1 and
PRO bits are set 00, the priority order, high to low, is Ch. 0 > Ch. 3> Ch. 2> Ch. 1. When PR1
and PRO bits are set 01, the priority order, high to low, isCh. 1> Ch. 3> Ch. 2> Ch. 0.

Round-Robin Mode: Each time one word or byte is transferred on one channel, the priority order
isrotated. The channel on which the transfer was just finished rotates to the bottom of the priority
order. When necessary, the priority order of channels other than the one that just finished the
transfer can also be shifted to keep the relationship between the channels from changing (figure
9.3). The priority order immediately after areset is channel 0 > channel 3 > channel 2 > channel 1.
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(1) When channel 0 transfers
Initial priority order | ch0 >ch3 >ch2 >chl |

v

| cha>ch2>chi>cho |

Priority order
after transfer

(2) When channel 3 transfers

Initial priority order | ch0 >ch3 >ch2 >chl |
: [

L 4 v
Priority order | ch2 > chl > ch0 > ch3 |
after transfer

(3) When channel 2 transfers

Initial priority order | ch0 > ch3 >ch2 >chl |

L

. v A 4
zfr:grrlgaﬁgs: | chl >ch0 > ch3 >ch2 |
N N

....................... v v v
|ch2 >chl >ch0 >ch3 |

Post-transfer priority order when
there is an immediate transfer
request to channel 3 only

(4) When channel 1 transfers

Initial priority order | ch0 >ch3 >ch2 >chl |

Priority order

after transfer | ch0 > ch3 > ch2 > chl |

Channel 0 becomes
bottom priority

Channel 3 becomes bottom
priority. The priority of channel
0, which was higher than
channel 3, is also shifted.

Channel 2 becomes bottom
priority. The priority of channels
Oand 3, which were higher than
channel 2, are also shifted.

If immediately thereafter there
is a request to transfer channel
3 only, channel 3 becomes
bottom priority and the priority
of channels 0 and 1, which
were higher than channel 3,
are also shifted.

Priority order does not change

Figure9.3 Round-Robin Mode

Figure 9.4 shows how the priority order changes when channel 0 and channel 1 transfers are
reguested simultaneously and a channel 3 transfer is requested during the channel O transfer. The

DMAC operates as follows:
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. Transfer requests are generated simultaneously to channels 1 and 0.

2. Channel 0 has a higher priority, so the channel 0 transfer beginsfirst (channel 1 waits for

transfer).

. A channel 3 transfer request occurs during the channel 0 transfer (channels 1 and 3 are both
waiting)

. When the channel 0 transfer ends, channel 0 becomes lowest priority.

. At this point, channel 3 has a higher priority than channel 1, so the channel 3 transfer begins
(channel 1 waits for transfer).

. When the channel 3 transfer ends, channel 3 becomes lowest priority.
. The channel 1 transfer begins.

. When the channel 1 transfer ends, channels 1 and 2 shift downward in priority so that channel
1 becomes the lowest priority.

Transfer request | |Waiting channel(s)| |DMAC operation Channel priority

(1) Channels 0 and 1

(2) Channel 0
<+“— 0>3>2>1

transfer starts
1
(3) Channel 3
Priority order
(4) Channel 0 changes
1,3 transfer ends 3>2>1>0
(5) Channel 3 /
€ transfer starts
Priority order
h
1 (6) Channel 3 _changes | 5.1-0>3
transfer ends
(7) Channel 1 /
— transfer starts
None Priority order
iR (8) Channel 1 changes 0>3>2>1

transfer ends

Figure9.4 Changesin Channel Priority in Round-Robin Mode
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External-Pin Round-Raobin Mode: External-pin round-robin mode switches the priority levels of
channel 0 and channel 1, which are the channels that can receive transfer requests from externa
pins DREQO and DREQI. The priority levels are changed after each (byte or word) transfer on
channel 0 or channel 1 is completed. The channel which just finished the transfer rotates to the
bottom of the priority order. The priority levels of channels 2 and 3 do not change. The initial
priority order after areset is channel 3 > channel 2 > channel 1 > channel 0.

Figure 9.5 shows how the priority order changes when channel 0 and channel 1 transfers are
reguested simultaneously and a channel O transfer is requested again after both channels finish
their transfers. The DMAC operates as follows:

1
2.

© N o o~ w

Transfer requests are generated simultaneously to channels 1 and O.

Channel 1 has a higher priority, so the channel 1 transfer beginsfirst (channel 0 waits for
transfer).

When the channel 1 transfer ends, channel 1 becomes lowest priority.
The channel 0 transfer begins.

When the channel 0 transfer ends, channel 0 becomes lowest priority.
A channdl 0 transfer request occurs again.

The channel 0 transfer begins.

When the channel 0 transfer ends, the priority order does not change, because channel O is
aready the lowest priority.
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Transfer request | |Waiting channel(s)| |DMAC operation| Channel priority

(1) Channels
Oand 1

None

None

(2) Channel 1

«—
transfer starts 3>2>1>0

i Priority order
(3) Channel 1 changes 3>2>0>1
transfer ends
(4) Channel 0 /
transfer starts
i Priority order
(5) Channel 0 _changes | . .. 10
transfer ends
Mting for
(7) Channel 0 transfer request
transfer starts
i Priority order
does not change
(8) Channel 0 9 3>2>1>0

transfer ends

Figure9.5 Exampleof Changesin Priority in External-Pin Round-Robin Mode
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9.34 DMA Transfer Types

The DMAC supports the transfers shown in table 9.5. It can operate in the single address mode or
dual address mode, which are defined by how many bus cyclesthe DMAC takes to access the
transfer source and transfer destination. The actual transfer operation timing varies with the bus
mode. The DMAC has two bus modes: cycle-steal mode and burst mode.

Table9.5 Supported DMA Transfers

Destination
Memory-

External Mapped On-Chip

Device with External External On-Chip Peripheral
Source DACK Memory Device Memory Module
External device with DACK Not available  Single Single Not available  Not available
External memory Single Dual Dual Dual Dual
Memory-mapped external Single Dual Dual Dual Dual
device
On-chip memory Not available  Dual Dual Dual Dual
On-chip peripheral module Not available  Dual Dual Dual Dual

Single: Single address mode
Dual: Dual address mode
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Address Modes:
e Single Address Mode

In the single address mode, both the transfer source and destination are external; one
(selectable) is accessed by a DACK signal while the other is accessed by an address. In this
mode, the DMAC performs the DMA transfer in 1 bus cycle by simultaneously outputting a
transfer request acknowledge DACK signal to one external device to access it while outputting
an address to the other end of the transfer. Figure 9.6 shows an example of atransfer between
an external memory and an external device with DACK in which the external device outputs
data to the data bus while that datais written in external memory in the same bus cycle.

External address bus External data bus

SH microcomputer |\1 \/< ______
! External
DMAC R memory
— ]
| :
i |Read Wiite
: f* ‘;‘
! 1) (2
L ()() External device
with DACK
—~J TN
DACK
DREQ
----- » . Data flow

Note: The read/write direction is decided by the RS3-RS0 bits of the CHCRn registers. If RS3-
RS0=0010, the direction is shown as case 1 (circled number above); if RS3-RS0=0010,
the direction is shown as case 2. Also, DACK output (when writing) indicates case 2.

Figure9.6 DataFlow in Single AddressMode

Two types of transfers are possible in the single address mode: 1) transfers between external
devices with DACK and memory-mapped external devices, and 2) transfers between external
devices with DACK and external memory. The only transfer requests for either of theseisthe
external request (DREQ). Figure 9.7 shows the DMA transfer timing for the single address
mode.
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The DACK output when atransfer occurs from an external device with DACK to a memory-
mapped external deviceisthe write waveform. The DACK output when atransfer occurs from
amemory-mapped external device to an external device with DACK isthe read waveform.
The setting of the acknowledge mode (AM) bits in the channel control registers (CHCRO,
CHCR1) have no effect.

A21-A0 X X <+— Address output to external memory space

Data that is output from the external
p15-00 ) )— device with DACK

DACK <« DACK signal to external devices with
DACK (active low)

WRL <—— WR signal to external memory space

(a) External device with DACK to external memory space

CK

A21-A0 X X <+— Address output to external memory space
csn ./

D15-D0 4<:>— <—— Data that is output from external memory space
~ \__/  <«—— RD signal to external memory space

g

DACK  \~_ /  <— DACK signal to external device with DACK
(active low)

(b) External memory space to external device with DACK

Figure9.7 Exampleof DMA Transfer Timingin the Single Address Mode
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Dual Address Mode

In the dual address mode, both the transfer source and destination are accessed (selectable) by
an address. The source and destination can be located externally or internally. The sourceis
accessed in the read cycle and the destination in the write cycle, so the transfer is performed in
two separate bus cycles. The transfer datais temporarily stored in the DMAC. Figure 9.8
shows an example of atransfer between two external memories in which datais read from one
memory in the read cycle and written to the other memory in the following write cycle.

External data bus

—_

SuperH microcomputer ,
External

L/ R i, N

DMAC <<> < memory
_ TN\ External
—— memory

1

g

----- » : Data flow
1. Read cycle
2: Write cycle

N o g s~

8.
9.

Figure9.8 DataFlow in Dual Address Mode

In the dual address mode transfers, external memory, memory-mapped external devices, on-
chip memory and on-chip peripheral modules can be mixed without restriction. Specifically,
this enables the following transfer types:

External memory and external memory transfer

External memory and memory-mapped external devices transfer
Memory-mapped external devices and memory-mapped external devices transfer
External memory and on-chip memory transfer

External memory and on-chip peripheral modules (excluding the DMAC) transfer
Memory-mapped external devices and on-chip memory transfer

Memory-mapped external devices and on-chip peripheral modules (excluding the DMAC)
transfer

On-chip memory and on-chip memory transfer
On-chip memory and on-chip peripheral modules (excluding the DMAC) transfer

10. On-chip peripheral modules (excluding the DMAC) and on-chip peripheral modules

(excluding the DMAC) transfer
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Transfer requests can be auto requests, external requests, or on-chip peripheral module
requests. When the transfer request source is either the SCI or A/D converter, however, either
the data destination or source must be the SCI or A/D converter (figure 9.4), Indual address
mode, DACK is output in read or write cycles to onchip memory or onchip peripheral
modules. The CHCR controlsthe cycle of DACK output.

Figure 9.9 shows the DMA transfer timing in the dual address mode.

< N B o B O A R R O I

A21-A0 X X X
o Source address o Destination address
CSn ~ \___ x” /S
D15-DO —
RD
WRH
WRL 7/
DACK

Figure9.9 DMA Transfer Timingin the Dual Address M ode (External memory spaceto
external memory space transfer with DACK output in theread cycle)

Bus Modes: There are two bus modes: cycle steal and burst. Select the mode in the TM bits of
CHCRO-CHCRS.

*Cycle-Steal Mode

In the cycle steal mode, the bus right is given to another bus master after a one-transfer-unit
(word or byte) DMA transfer. When another transfer request occurs, the bus rights are obtained
from the other bus master and atransfer is performed for one transfer unit. When that transfer
ends, the bus right is passed to the other bus master. Thisis repeated until the transfer end
conditions are satisfied.

The cycle steal mode can be used with all categories of transfer destination, transfer source and
transfer request. Figure 9.10 shows an example of DMA transfer timing in the cycle steal
mode. Transfer conditions shown in the figure are:

O Dua address mode
0 DREQ level detection
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ea /

Bus right returned to CPU

f_/H
Bus cycle X cPU X cPu X cPu XDMACKDMACK cPU XDMACKDMACK cPU X

Read Write Read Write

Figure9.10 Transfer Examplein the Cycle-Steal M ode (Dual address mode, DREQ level
detection)

*Burst Mode

Once the bus right is obtained, the transfer is performed continuously until the transfer end
condition is satisfied. In the external request mode with low level detection of the DREQ pin,
however, when the DREQ pin is driven high, the bus passes to the other bus master after the
bus cycle of the DMAC that currently has an acknowledged request ends, even if the transfer
end conditions have not been satisfied.

The burst mode cannot be used when the serial communicationsinterface (SCI) is the transfer
request source. Figure 9.11 shows an example of DMA transfer timing in the burst mode. The
transfer conditions shown in the figure are;

O Single address mode
O DREQ level detection

orea 1\ /

Bus cycle ><CPU CPU><CPU DMAC><DMAC DMAC><DMAC DMACAXDMAC CPU><

Figure9.11 Transfer Examplein the Burst Mode (Single address mode, DREQ level
detection)

Relationship between Request Modes and Bus Modesby DM A Transfer Category: Table 9.6
shows the relationship between request modes and bus modes by DMA transfer category.
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Table9.6 Relationship of Request Modes and Bus Modesby DMA Transfer Category
Addres Request Bus Transfer Usable
s Mode Transfer Category Mode Mode Size (bits) Channels
Single  External device with DACK and External B/C 8/16 0,1
external memory
External device with DACK and External B/C 8/16 0,1
memory-mapped external device
Dual External memory and external Everything*l  B/C 8/16 0-3*5
memory
External memory and memory- Everything*l  B/C 8/16 0-3*°
mapped external device
Memory-mapped external device and Everything*l ~ B/C 8/16 0-3*°
memory-mapped external device
External memory and on-chip Everything*l  B/C 8/16 0-3*°
memory
External memory and on-chip Everything*2  B/C*3  8/16** 0-3*5
peripheral module
Memory-mapped external device and Everything*! B/C 8/16 0-3*>
on-chip memory
Memory-mapped external device and Everything*2 ~ B/C*3  8/16* 0-3*°
on-chip peripheral module
On-chip memory and on-chip Everything*l  B/C 8/16 0-3*>
memory
On-chip memory and on-chip Everything*2  B/C*3  8/16** 0-3*5
peripheral module
On-chip peripheral module and on-  Everything*2  B/C*3  8/16*4 0-3*>

chip peripheral module

B: Burst, C: Cycle steal

External requests, auto requests and on-chip peripheral module requests are all
available. For on-chip peripheral module requests, however, SCI cannot be specified as

Notes: 1.

the transfer request source.

External requests, auto requests and on-chip peripheral module requests are all
available. When the SCI is also the transfer request source, however, the transfer
destination or transfer source must be the SCI respectively.

If the transfer request source is the SCI, cycle steal only.
The access size permitted when the transfer destination or source is an on-chip

peripheral module register.

If the transfer request is an external request, channels 0 and 1 only.

Bus Mode and Channel Priority Order: When agiven channel (1) istransferring in burst mode
and there is atransfer request to a channel (2) with ahigher priority, the transfer of the channel
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with higher priority (2) will begin immediately. When channel 2 is also operating in the burst
mode, the channel 1 transfer will continue when the channel 2 transfer has completely finished.
When channel 2 isin the cycle steal mode, channel 1 will begin operating again after channel 2
completes the transfer of one transfer unit, but the bus will then switch between the two in the
order channel 1, channel 2, channel 1, channel 2. Since channel 1isin burst mode, it will not give
the busto the CPU. Thisexampleisillustrated in figure 9.12.

Bus CPU DMAC \V DMAC \\ DMAC \V DMAC Y DMAC \V\ DMAC \/ DMAC CPU
status chl chl ch2 chl ch2 chl chl

ch2 chl ch2

DMAC chl DMAC chl and ch2 DMAC chl
CPU Burst mode Cycle steal mode Burst mode CPU

Figure9.12 BusHandling when Multiple Channels Are Operating

9.35 Number of Bus Cycle States and DREQ Pin Sample Timing

Number of Statesin Bus Cycle: The number of states in the bus cycle when the DMAC isthe
bus master is controlled by the bus state controller just asit is when the CPU is the bus master.
The bus cycle in the dual address mode is controlled by wait state control register 1 (WCR1) while
the single address mode bus cycleis controlled by wait state control register 2 (WCR?2). For
details, see section 8.9, Wait State Control.

DREQ Pin Sampling Timing: Normally, when DREQ input is detected immediately prior to the
rise edge of the clock pulse (CK) in external request mode, aDMAC bus cycle will be generated
and the DMA transfer performed two states later at the earliest. The sampling timing after DREQ
input detection differs by bus mode, address mode and method of DREQ input detection.

« DREQ pin sampling timing in the cycle steal mode

In the cycle steal mode, the sampling timing is the same regardless of whether the DREQ is
detected by edge or level. When edge is being detected, however, once sampled it will not be
sampled again until the next edge detection. Once DREQ input is detected, the next sampling
is not performed until the first state, among those DMAC bus cycles thereby produced, in
which aDACK signal is output (including the detection state itself). The next sampling occurs
immediately prior to the rise edge of the clock pulse(CK) of the third state after the bus cycle
previous to the bus cycle in which the DACK signal is output.
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Figure 9.13 to 9.22 show the sampling timing of the pin DREQ in the cycle steal mode for
each bus cycle. When no DREQ inpult is detected at the sampling after the aforementioned
DREQ detection, the next sampling occurs in the next stage in which aDACK signal is output.
If no DREQ input is detected at this time, sampling occurs at every state thereafter.

CK

DREQ

Bus cycle < CPU >< CPU >< CPU ><DMAC>< CPU >< CPU >< CPU >< CPU >

DACK | | | 1]

Figure9.13 DREQ Sampling Timing in Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Single address mode, bus cycle = 1 state)

CK

DREQ

Bus cycle < CPU >< CPU >< CPU ><DMAC (R):DMAC (W>< CPU >< CPU >< CPU >

DACK | | ]

DMAC (R): DMAC read cycle
DMAC (W): DMAC write cycle

Note: lllustrates the case when DACK is output during the DMAC Read cycle.

Figure9.14 DREQ Sampling Timing in Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Dual address mode, bus cycle = 1 state)
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o UL

DREQ

Bus cycle < CPU >< Cf’U >< CI§U XDMACX Céu >< céu >< CPU >< Cf’U >

DACK

Figure9.15 DREQ Sampling Timingin Cycle Steal Mode (Output with DREQ level
detection and DACK active low) (Single addr ess mode, bus cycle = 2 states)

o LU UL UL

DREQ

Bus cycle < Cp}u >< CI%’U >< céu ><DMA§ (R%MAé (W>< céu >< CI%’U >< CPU >

DACK
| | | | | DMAC (R): DMAC read‘cycle
DMAC (W): DMAC write cycle

Note: lllustrates the case when DACK is output during the DMAC write cycle.

Figure9.16 DREQ Sampling Timingin Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Dual address mode, bus cycle = 2 states)
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T1 Tw T2, ‘ T1 Tw T2

— -—
CK :

DREQ

DMAC >< CPU >

Bus cycle < cPU >< CPU >< cPU X DMAC >< cPU

Note: When DREQ is negated at the third state of the DMAC cycle, the next DMA transfer will
be executed because the sampling is done at the second state of the DMAC cycle.

Figure9.17 DREQ Sampling Timingin Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Single address mode, buscycle = 2 states + 1 wait state)

T1 Tw T2 . T1 Tw T2

cK 3
MR R ARR AR

Bus cycle < céu >< CPU >< céu X DMAC (R)XDMAC (W)>< CPU >< céu >

DREQ

DACK
| | | ‘ | DMAC (R): DMAC read ‘cycle
DMAC (W): DMAC write cycle

Figure9.18 DREQ Sampling Timing in Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Dual address mode, bus cycle = 2 states + 1 wait state)
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Tp.Tr . Tc.Tc. . Tp.Tr Tc.Tc.

cK 1
1 BRI I

T T e s = WL I O I
Bus cycle <CPU ><CPU >< CPU >< DMAC >< CPU >< DMAC >< CPU >

DREQ

DACK b
Note: When DREQ is negated at the fourth state of the DMAC cycle, the next DMA transfer
will be executed because the sampling is done at the second state of the DMAC cycle.

Figure9.19 DREQ Sampling Timingin Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Single address mode, bus cycle= DRAM bus cycle (long
pitch normal mode))

Tp.Tr.Tc.Tc. . . . Tp.Tr.Tc.Tc.
- . ——

DREQ |

Bus cycle <CPU><CPU><CPU>< DMAC(R) ><Dm°><céu>< DMAC (R)XDmCXcPU>

DACK
DMAC (R): DMAC read cycle
DMAC (W): DMAC write cycle

Note: When DREQ is negated at the fourth state of the DMAC cycle, the next DMA transfer
will be executed because the sampling is done at the second state of the DMAC cycle.

Figure9.20 DREQ Sampling Timing in Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Dual address mode, bus cycle= DRAM buscycle (long
pitch normal mode))
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T1.T2.T3.T4. ~  T1.T2 T3 . T4

.+ — . ——

« ([JUULUUUNDUUUDUUUHL
o
S e G U O U
Bus cycle <ch><cpu><cpu>< DMAC ><cpu>< DMAC ><CPU>

DREQ

DACK
Note: When DREQ is negated at the fourth state of the DMAC cycle, the next DMA transfer
will be executed because the sampling is done at the second state of the DMAC cycle.

Figure9.21 DREQ Sampling Timingin Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Single address mode, bus cycle = Address/data multiplex

I/0 buscycle)
T1 T2 T3. T4 S Tl T2T3.T4.
.................................... »
CK :

DREQ

Bus cycle <CPU><CPU><CPU‘ DMAC(R) ><D(MV@°><CPU><DMAC (R)><Dm)c><CPu>

DACK
DMAC (R): DMAC read cycle
DMAC (W): DMAC write cycle
Note: When DREQ is negated at the fourth state of the DMAC cycle, the next DMA

transfer will be executed because the sampling is done at the second state of the
DMAC cycle.

Figure9.22 DREQ Sampling Timing in Cycle Steal M ode (Output with DREQ level
detection and DACK active low) (Dual address mode, bus cycle = Address/data multiplex
I/0 buscycle)

HITACHI 203




*  DREQ pin sampling timing in the burst mode

In the burst mode, the sampling timing differs depending on whether DREQ is detected by
edge or level.

When DREQ input is being detected by edge, once the falling edge of the DREQ signal is
detected, the DMA transfer continues until the transfer end conditions are satisfied, regardless
of the status of the DREQ pin. No sampling happens during this time. After the transfer ends,
sampling occurs every state until the TE bit of the CHCR is cleared.

When DREQ input is being detected by level, once the DREQ inpult is detected, next sampling
is performed at the end of every CPU or DMAC bus cyclein the single address mode. In the
dual address mode, the next sampling is performed at the start of every DMAC read cycle. In
both the single address mode and dual address mode, if no DREQ input is detected at this time,
sampling thereafter occurs at every state.

Figures 9.23 and 9.24 show the DREQ pin sampling timing in burst mode when DREQ input is
detected by low level.

S AVAVAVAVAVAVAVAVAVAVAVAYAY
© o o 0 S
DREQ | \o A 1/ ?
Bus \\:\\- \‘ \\
cycle —|CPU CPU CPU DMAC DMAC DMAC CPU
DACK /L

Note: Single address DREQ level detection, DACK active low, 1 bus cycle = 2 states.

Figure9.23 DREQ Pin Sampling Timing in Burst Mode
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S AV A AVt AV avavalalatavavaual
~

DREQ / A -
\
\\\ — \\
Bus \‘ \ \\
eyclo CPU cPU X DMAC(R) X DMAC(W) X DMAC(R) X DMACW) X CPU
DACK \ |

Note: Dual address DREQ level detection, DACK active low, DACK output in read cycle, 1
bus cycle = 2 states.

Figure9.24 DREQ Pin Sampling Timingin Burst Mode

9.3.6 DMA Transfer Ending Conditions

The DMA transfer ending conditions vary for individual channels ending and all channels ending
together.

Individual Channel Ending Conditions: There are two ending conditions. A transfer ends when
the value of the channel's DMA transfer count register (TCR) is O, or when the DE bit of the
channel's CHCR is cleared to 0.

¢ When TCRis0: When the TCR value becomes 0 and the corresponding channel’s DMA
transfer ends, the transfer end flag bit (TE) is set in the CHCR. If the | E (interrupt enable) bit
has been set, aDMAC interrupt (DEI) is requested to the CPU.

*  When DE of CHCR is 0: Software can halt aDMA transfer by clearing the DE bit in the
channel’s CHCR. The TE bit is not set when this happens.

Conditionsfor Ending All Channels Simultaneously: Transfers on al channels end when 1) the
NMIF (NMI flag) bit or AE (address error flag) bit is set to 1 in the DMAOR, or 2) when the
DME hitinthe DMAOR iscleared to O.
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* Transfersending when the NMIF or AE bit isset to 1in DMAOR: When an NMI interrupt or
DMAC address error occurs, the NMIF or AE bit isset to 1 in the DMAOR and al channels
stop their transfers. The SAR, DAR, TCR are al updated by the transfer immediately
preceding the halt. The TE hit is not set. To resume the transfers after NMI interrupt exception
processing or address error exception processing, clear the appropriate flag bit to 0. When a
channel’ s DE hit isthen set to 1, the transfer on that channel will restart. To avoid restarting a
transfer on a particular channel, keep its DE hit cleared to 0. In the dual address mode, the
DMA transfer will be halted after the completion of the write cycle that follows the initial read
cycle in which the address error occurs. SAR, DAR and TCR are updated by the final transfer.

» Transfers ending when DME is cleared to 0 in DMAOR: Clearing the DME bit to 0 in the
DMAOR forcibly aborts the transfers on all channels at the end of the current cycle. The TE
bit is not set.

94 Examples of Use

9.4.1 DMA Transfer between On-Chip RAM and a Memory-Mapped External Device

In the following example, datais transferred from an on-chip RAM to a memory-mapped external
device with an input capture A/compare match A interrupt (IMIAOQ) from channel 0 of the 16-bit
integrated-timer pulse unit (ITU) asthe transfer request signal. The transfer is performed by
DMAC channel 3. Table 9.7 shows the transfer conditions and register values.

Table9.7 Transfer Conditionsand Register Settingsfor Transfer Between On-Chip RAM
and Memory-Mapped External Device

Transfer Conditions Register  Setting

Transfer source: on-chip RAM SAR3 H'FFFFEOO
Transfer destination: memory-mapped external device DAR3 Destination address
Number of transfers: 8 TCR3 H'0008

Transfer destination address: fixed CHCRS3 H'1805

Transfer source address: incremented

Transfer request source (transfer request signal): ITU channel
0 (IMIAQ)

Bus mode: cycle steal

Transfer unit: byte

DEI interrupt request generated at end of transfer (channel 3
enabled for transfer)

Channel priority order: fixed (0 > 3 > 2 > 1) (all channels DMAOR  H'0001
transfer enabled)
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94.2 Example of DMA Transfer between On-Chip SCI and External Memory

In this example, receive data of on-chip serial communications interface (SCI) channel O is
transferred to external memory using DMAC channel 3. Table 9.8 shows the transfer conditions
and register settings.

Table9.8 Transfer Conditions and Register Settingsfor Transfer between On-Chip SCI
and External Memory

Transfer Conditions Register  Setting

Transfer source: RDRO of on-chip SCIO SAR3 H'FFFFECS5
Transfer destination: external memory DAR3 Destination address
Number of transfers: 64 TCR3 H'0040

Transfer destination address: incremented CHCRS3 H'4405

Transfer source address: fixed

Transfer request source (transfer request signal): SCIO (RXIO)

Bus mode: cycle steal

Transfer unit: byte

DEI interrupt request generated at end of transfer (channel 3
enabled for transfer

Channel priority order: fixed (0 > 3 > 2 > 1) (all channels DMAOR  H'0001
transfer enabled)
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9.5

Cautions

1. All registers other than the DMA operations register (DMAOR) and DMA channel control
registers 0-3 (CHCRO-CHCR3) should be accessed in word or long word units.

2. Before rewriting the RS0—RS3 bits of CHCRO-CHCR3, first clear the DE bit to O (when
rewriting CHCR with a byte access, be sure to set the DE bit to 0 in advance).

3. Even when the NMI interrupt is input when the DMAC is not operating, the NMIF hit of the
DMAOR will be set.

4. Interrupt during DMAC Transfer

a. When an NMI interrupt is input, the DMAC stops operation and returns the bus right to the
CPU. The CPU then executes the interrupt processing.

b. When aninterrupt other than an NMI occurs.

When the DMAC isin burst mode.

The DMAC does not return the busright to the CPU in burst mode. Therefore, even
when an interrupt is requested in DMAC operation, the CPU cannot get the bus right,
causing the interrupt processing not to be executed. When the DMAC compl etes
transfer and the CPU gets the bus right, the CPU executes the interrupt processing if the
interrupt requested during DMAC transfer is not cleared.*

* Clear conditions for an interrupt request.

0 When an interrupt is requested from an on-chip peripheral module, the interrupt factor

flag is cleared.

0 When an interrupt is requested by IRQ (edge detection), the CPU begins the IRQ

interrupt processing of the request source.

0 When an interrupt is requested by IRQ (level detection), the IRQ interrupt request

signal returned to high level.
When the DMAC isin cycle-steal mode.

The DMAC returns the bus right to the CPU every when the DMAC completesa
transfer unit in cycle-steal mode. Therefore, the CPU executes the requested interrupt
processing when getting the bus right.

5. The CPU and DMAC leaves the busright released and the operation of the LSl is stopped
when the following conditions are satisfied.

¢ Thewarp bit (WARP) of the bus control register (BCR) of the bus controller (BSC)is set.
¢ TheDMAC isin cycle-steal transfer mode.
¢ The CPU accesses (reads/writes) the on-chip I/O space.

« Countermeasure
Set the warp bit of BCR to 0 and set it to norma mode.
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6. Noteson use of the SLEEP command
a. Operation contents
When the bus cycle of DMAC is entered immediately after executing the SLEEP
command, there are cases when the DMA transfer is carried out correctly.
b. Countermeasure
» Stop the operation (for exemple, clearing of the DMA enable bit (DE) of the DMA
channel control register(CHCRN)) before entering SLEEP.
*  When using DMAC during SLEEP, operate DMAC after releasing SLEEP through
interruption.
In cases when the CPU does not carry out any other processing but is waiting for DMAC to end its
transfer during DMAC operation, do not use the SLEEP command, but use the transfer end flag bit
(TE) of the channel DMA control register and the polling software loop.

Phenomenon: If the bus cycle of DMAC is entered immediately after executing the SLEEP
command, the bus cycle of DMAC may conflict with that of CPU.

Address bUS< CPU >< CPU >< CPU ><DMAC><DMAC>< CPU >
CPU

Fetch cycle of This is in itself a DMAC cycle but
SLEEP command involves CPU operation.

Accordingly, the bus cycle of DMAC which has conflicted with that of CPU may malfunction.

7. Sampling of DREQ
If DREQ is set to level detection in the DMA cycle steal mode, sampling of DREQ may take

place before DACK is output. Note that some system configurations involve unnecessary
DMA transfers.

* Operation
Asshown in Figure 9.16, sampling of DREQ is carried out immediately before the leading
edge of the third-state clock (CK) after completion of the bus cycle preceding the DMA bus
cycle where DACK is output.
If DACK isoutput after the third state of the DMA bus cycle, sampling of DREQ must be
carried out before DACK is output.
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Number of states of
DMAC bus cycle

1 L[
1

2 | |
|

: ——

4 | ! |
o

|:|: Bus cycle of DMAC Sampling point

Figure9.16 Sampling Pointsof DREQ

Especially as shown in Figure 9.17, if the bus cycle of DMA isafull accessto DRAM or if
refresh demand is generated, sampling of DREQ takes place before DACK isoutput as
mentioned above. This phenomenon isfound when one of the following transfers is made with
DREQ set to the level detection in the DMA cycle steal mode, in a system which employs
DRAM (refresh enabled).

e[ 1L L
LTp | Tr

Tc| | Refresh [T1][T2]

1
1
DACK :
i L
Sampling point Sampling point
A Bus cycle of DRAM  AWhen refresh operation is entered
(Full access) Sampling point of DREQ for DACK output position

differs with presence/absence of the refresh operation.

Figure9.17 Example of DREQ Sampling before Output of DACK

« Transfer from a device having DACK to memory in the single address mode (not
restricted to DRAM)

e Transfer from DRAM to adevice having DACK in the single address mode

e Output at DACK write in the dual address mode
Output at DACK read in the dual address mode and DMA transfer using DRAM asa
source

« Countermeasure
To prevent unnecessary DMA transfers, configure the system where DREQ is used for edge
detection and the edge corresponding to the next transfer request occurs after the DACK
output.
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8. When the following operations are performed in the order shown when the pin to which DREQ
input is assigned is designated as a general input pin by the pin function controller (PFC) and
inputs alow-level signal, the DREQ falling edge is detected, and a DMA transfer request
accepted, immediately after the setting in (b) is performed:

(a) A channel control register (CHCRnN) setting is made so that an interrupt is detected at the
faling edge of DREQ.

(b) The function of the pin to which DREQ input is assigned is switched from general input to
DREQ input by a pin function controller (PFC) setting.

Therefore, when switching the pin function from general input pin to DREQ input, the pin
function controller (PFC) setting should be changed to DREQ input while the pin to which
DREQ input is assigned is high.
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Section 10 16-Bit Integrated-Timer Pulse Unit (ITU)

10.1 Overview

The SuperH microcomputer has an on-chip 16-bit integrated-timer pulse unit (ITU) with five
channels of 16-bit timers.

10.1.1 Features
ITU features are listed below:

» Can process a maximum of twelve different pulse outputs and ten different pulse inputs.

« Hasten general registers (GR), two per channel, that can be set to function independently as
output compare or input capture.

» Selection of eight counter input clock sourcesfor all channels
O Internal clock: ¢, ¢/2, ¢4, @8,
O External clock: TCLKA, TCLKB, TCLKC, TCLKD

« All channels can be set for the following operating modes:

0 Compare match waveform output: 0 output/1 output/sel ectable toggle output (0 output/1
output for channel 2).

O Input capture function: Selectable rising edge, falling edge, or both rising and falling edges.

O Counter clearing function: Counters can be cleared by a compare match or input capture.

O Synchronizing mode: Two or more timer counters (TCNT) can be written to
simultaneously. Two or more timer counters can be simultaneously cleared by a compare
match or input capture. Counter synchronization functions enable synchronized
input/output.

O PWM mode: PWM output can be provided with any duty cycle. When combined with the
counter synchronizing function, enables up to five-phase PWM output.

e Channel 2 can be set to the phase counting mode: Two-phase encoder output can be counted
automatically.
* Channels 3 and 4 can be set in the following modes:

0 Reset-synchronized PWM mode: By combining channels 3 and 4, 3-phase PWM output is
possible with positive and negative waveforms .

O Complementary PWM mode: By combining channels 3 and 4, 3-phase PWM output is
possible with non-overlapping positive and negative waveforms.

» Buffer operation: Input capture registers can be double-buffered. Output compare registers can
be updated automatically.

» High-speed access viainternal 16-bit bus: The TCNT, GR, and buffer register (BR) 16-bit
registers can be accessed at high speed via a 16-bit bus.
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« Fifteen interrupt sources: Ten compare match/input capture interrupts (2 sources per channel)
and five overflow interrupts are vectored independently for atotal of 15 sources.

* Can activate DMAC: The compare match/input capture interrupts of channels 0-3 can start the
DMAC (one for each of four channels).

e Output trigger can be generated for the programmabl e timing pattern controller (TPC): The
compare match/input capture signals of channel 0-3 can be used as output triggers for the
TPC.

Table 10.1 summarizes the ITU functions.
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Table10.1 1TU Functions

Iltem Channel 0

Channel 1

Channel 2

Channel 3

Channel 4

Counter clocks

Internal: @, @/2, @/4, ¢/8

External: Independently selectable from TCLKA, TCLKB, TCLKC, and TCLKD

General registers GRAO, GRBO GRA1, GRB1 GRA2, GRB2 GRA3, GRB3 GRA4, GRB4
(output compare/
input capture dual
registers)
Buffer registers No No No BRA3, BRB3 BRA4, BRB4
Input/output pins  TIOCAO, TIOCAL, TIOCA2, TIOCAS, TIOCAA4,
TIOCBO TIOCB1 TIOCB2 TIOCB3 TIOCB4
Output pins No No No No TOCXAA4,
TOCXB4
Counter clear func- GRAO/GRBO GRA1/GRB1 GRA2/GRB2 GRA3/GRB3 GRA4/GRB4
tion (compare mat-
ch or input capture)
Compare 0 Yes Yes Yes Yes Yes
match Yes Yes Yes Yes Yes
output
Toggle Yes Yes No Yes Yes
output
Input capture Yes Yes Yes Yes Yes
function
Synchronization Yes Yes Yes Yes Yes
PWM mode Yes Yes Yes Yes Yes
Reset-synchronized No No No Yes Yes
PWM mode
Complementary No No No Yes Yes
PWM mode
Phase counting No No Yes No No
mode
Buffer operation No No No Yes Yes
DMAC activation =~ GRAO com- GRA1 com- GRA2 com- GRAS3 com- No
pare match or pare match or pare match or pare match or
input capture  input capture input capture input capture
Interrupt sources » Compare ¢ Compare * Compare e Compare e Compare
(three) match/input match/input match/input match/input match/input
capture AO capture Al capture A2 capture A3 capture A4
e Compare e Compare * Compare e Compare * Compare
match/input match/input match/input match/input match/input
capture BO capture B1 capture B2 capture B3 capture B4
¢ Overflow * Overflow » Overflow e Overflow * Overflow
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10.1.2 Block Diagram

ITU Block Diagram (Complete): Figure 10.1 isthe block diagram of the ITU.

r-——~>"F"~"F~>"~""~" "~~~ ~"~"~" "~~~ "~~~ T T, T T T T T T T T T T T TT—T—7— 1
|
|
TCLKA-TCLKD > Clock Control Dim:/égjm:’éi
| selection logic OVIO_OVI4
¢ @2, @4, g8 1> c —
ounter control an
TOCXA4, TOCXB4 <] :
TIOCAO-TIOCA4 < pulse 1/O control unit

TIOCBO-TIOCB4 !

Internal
<] TMDR K> data

bus
<] TFCR K>

C>|16-b|t timer channel 0 |C>
—{
n
b4
!
Bus interface

<D|16-bit timer channel 4 |C>
D|16-bit timer channel 3 |<D
<D|16-bit timer channel 2 |C>
<D|16-bit timer channel 1 |C>

<
o
o
=3
)
2
m
o
c
)

ule

TOCR: Timer output control register (8 bits)
TSTR: Timer start regsiter (8 bits)

TSNC: Timer synchronization register (8 bhits)
TMDR: Timer mode register (8 bits)

TFCR: Timer function control register (8 bits)

Figure10.1 1TU Block Diagram
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Block Diagram of Channels0 and 1: ITU channels 0 and 1 have the same function. Figure 10.2
isablock diagram of channels 0 and 1.

TCLKA-
TCLKD [

¢ @2,
@4, @8

«— TIOCAN
Clock selection «—> TIOCBn
— IMIAN
Comparator Control logic L > IMIBn
— OVIn
< c c c - c
= < o c @ @
5| x| | g | |o| |4l |
Fl 9| © Cl IR |F| |F

Module data bus

TCNTn: Timer counter n (16 bits)
GRAnN, GRBn: General registers An, Bn (input capture/output compare dual use) (16 bits x 2)
TCRn: Timer control register n (8 bits)
TIORN: Timer 1/O control register n (8 bits)
TIERnN: Timer interrupt enable register n (8 hits)
TSRn: Timer status register n (8 bits) (n =0 or 1)

Figure10.2 Channels0and 1 Block Diagram (One Channel Shown)
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Block Diagram of Channel 2: Figure 10.3 isablock diagram of channel 2. Channel 2is0
output/1 output only.

T — TlocA2
TCLKD
Clock selection «— TIOCB2
¢ 92,
@4, @8
— IMIA2
Comparator Control logic L~ IMIB2
— OVI2

TCNT2
GRA2
GRB2

TCR2

TIOR2

TIER2
TSR2

Module data bus

TCNT2: Timer counter 2 (16 bits)

GRA2, GRB2: General registers A2, B2 (input capture/output compare dual use) (16 bits x 2)
TCR2: Timer control register 2 (8 bits)

TIOR2: Timer I/O control register 2 (8 bits)

TIER2: Timer interrupt enable register 2 (8 bits)

TSR2: Timer status register 2 (8 bits)

Figure 10.3 Channel 2 Block Diagram
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Block Diagrams of Channels 3 and 4: Figure 10.4 isablock diagram of channel 3; figure 10.5is
ablock diagram of channel 4.

TCLKA-
TCLKD .
® o2 Clock selection » TIOCA3
(914 (p/é «— TIOCB3
— IMIA3
Comparator Control logic — IMIB3
— OVI3
Ell2 8| |8k—B||®] (8] (8]
LZ) Y C> o o D x E:) o w N
= m O ] O = = [ =

Module data bus

TCNT3: Timer counter 3 (16 bits)

GRAS3, GRB3: General registers A3, B3 (input capture/output compare dual use) (16 bits x 2)
BRA3, BRB3: Buffer registers A3, B3 (input capture/output compare dual use) (16 bits x 2)
TCR3: Timer control register 3 (8 bits)

TIOR3: Timer 1/O control register 3 (8 bits)

TIER3: Timer interrupt enable register 3 (8 hits)

TSR3: Timer status register 3 (8 bits)

Figure10.4 Channels 3 Block Diagram
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TCLKA- B — TOCXA4
TCLKD . — TOCXB4
Clock selection
0, 92, D «— TIOCA4
@4, g8 «— TIOCB4
Comparator Control logic — IMIA4
— IMIB4
— OVI4
S~ 2 82| 5]|E|[E]|8
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Module data bus

TCNT4: Timer counter 4 (16 bits)

GRA4, GRBA4: General registers A4, B4 (input capture/output compare dual use) (16 bits x 2)
BRA4, BRB4: Buffer registers A4, B4 (input capture/output compare dual use) (16 bits x 2)
TCR4: Timer control register 4 (8 bits)

TIORA4: Timer 1/O control register 4 (8 bits)

TIER4: Timer interrupt enable register 4 (8 bits)

TSR4: Timer status register 4 (8 bits)

Figure10.5 Channel 4 Block Diagram
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10.1.3

Input/Output Pins

Table 10.2 summarizes the ITU pins. External pin functions should be set with the pin function
controller to match to the ITU setting. See section 15, Pin Function Controller, for details. ITU
pins need to be set using the pin function controller (PFC) after the LSI is set to the ITU mode.

Table10.2 Pin Configuration

Channel Name Pin Name 1/0 Function
Shared  Clock input A TCLKA | External clock A input pin (A-phase input pin in
phase counting mode)
Clock input B TCLKB | External clock B input pin (B-phase input pin in
phase counting mode)
Clock input C TCLKC | External clock C input pin
Clock input D TCLKD | External clock D input pin
0 Input capture/out- TIOCAO I/0  GRAO output compare/GRAQ input capture/PWM
put compare AO output pin (in PWM mode)
Input capture/out- TIOCBO I/0  GRBO output compare/GRBO input capture
put compare BO
1 Input capture/out- TIOCA1 I/0  GRALI output compare/GRAL input capture/PWM
put compare Al output pin (in PWM mode)
Input capture/out- TIOCB1 I/0 GRB1 output compare/GRBL1 input capture
put compare B1
2 Input capture/out- TIOCA2 I/0  GRA2 output compare/GRAZ2 input capture/PWM
put compare A2 output pin (in PWM mode)
Input capture/out- TIOCB2 I/0  GRB2 output compare/GRB2 input capture
put compare B2
3 Input capture/out- TIOCA3 I/0  GRAS3 output compare/GRAS3 input capture/PWM
put compare A3 output pin (in PWM mode, complementary PWM
mode, or reset-synchronized PWM mode)
Input capture/out- TIOCB3 /0  GRB3 output compare/GRB3 input capture/PWM
put compare B3 output pin (in complementary PWM mode or reset-
synchronized PWM mode)
4 Input capture/out- TIOCA4 1/0  GRA4 output compare/GRA4 input capture/PWM
put compare A4 output pin (in PWM mode, complementary PWM
mode or reset-synchronized PWM mode)
Input capture/out- TIOCB4 I/0  GRB4 output compare/GRB4 input capture/PWM
put compare B4 output pin (in complementary PWM mode or reset-
synchronized PWM mode)
Output compare TOCXA4 1/O PWM output pin (in complementary PWM mode or
XA4 reset-synchronized PWM mode)
Output compare TOCXB4 1/O PWM output pin (in complementary PWM mode or

XB4

reset-synchronized PWM mode)
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10.1.4

Register Configuration

Table 10.3 summarizes the ITU register configuration.

Table10.3 Register Configuration

Abbrevi- Initial Access
Channel Name ation R/IW Value Address*!  Size
Shared Timer start register TSTR R/W H'EO/H'60 H'5FFFFO0 8
Timer synchro register TSNC R/W H'EO/H'60 H'5FFFF01 8
Timer mode register TMDR R/W H'80/H'00 H'5FFFF02 8
Timer function control register TFCR R/W H'CO/H'40 H'5FFFF03 8
Timer output control register TOCR R/W H'FF/H'7F H'5FFFF31 8
0 Timer control register 0 TCRO R/W H'80/H'00 H'5FFFF04 8
Timer 1/O control register 0 TIORO R/W H'88/H'08 H'SFFFF05 8
Timer interrupt enable TIERO R/W H'F8/H'78 H'5FFFF06 8
register 0
Timer status register 0 TSRO R/(W)*2 H'F8/H'78 HS5FFFFO7 8
Timer counter 0 TCNTO R/W H'00 H'SFFFFO8 8, 16, 32
H'S5FFFF09 8, 16, 32
General register AO GRAO R/W H'FF H'5FFFFOA 8, 16, 32
H'5FFFFOB 8, 16, 32
General register BO GRBO 